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ABSTRACT

Routingloopsarecausedy inconsistencief the routing stateof
the network. Althoughundesirabldrom this aspectthey canpro-
vide insight into the routing dynamicsthat causedhem. In this
work we presenta methodologythatutilizesa priori knowvledgeof
loopsto study the correlationbetweenrouting loops and routing
eventsthat could have causedthem. We apply our techniqueto
associateoute changeswith paclet loopsdetectedn actualtraf-
fic tracescollectedfrom the Sprint Backbone. Our study shavs
that a strongcorrelationexists betweenloops and changesn the
BGP routing statewhile link stateprotocolslike ISIS are seldom
responsibldor suchevents.Our analysisalsoidentifiesfactorsthat
influencethe distribution of loop pathlengthsaswell asthe effec-
tivenesof our detectiontechniques.

1. INTRODUCTION

As the Internetgrows bothin sizeandvolumeof carriedtraffic,
sodoesthelikelihoodof failures,congestionandotheranomalies.
Thesein turn increaseouting fluctuationswhich canresultin dif-
ferentpartsof the network existing in inconsistentouting states.
Consequentlythereis anincreasegbrobability of routingloopsbe-
ing formedwhich, coupledwith the size of the network, may also
lastlonger Hengartneet. al. characterizedh [3] the pathlength
anddurationof loopsaswell astheirimpacton the delayandloss
performancef the Sprintnetwork. They proposeca methodology
to detectloops and shaved that althougha significantnumberof
loopscanoccurin practice they seldomimpactthe performancef
the network. Thefocusin [3] however, wason the characteristics
of the loopsthemseles ratherthan routing eventsthat may have
beenresponsibldor their creation.

Extensve work hasbeendonein understandinghe dynamicsof
the popularrouting protocolssuchas BGP [10] and ISIS [1]. In
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[6] the authorsconducteda detailedinvestigationon the evolution
of the BGP routing state. [7] presentsanin depthinvestigation
into the frequeng and sourcesof BGP mis-configurations.Both
piecesof work however, decoupledthe study of route dynamics
from their impacton traffic. ISIS dynamicswere studiedin [4]
whichinvestigatedhefrequeng of ISIS statechangesn the Sprint
backboneandtheirimpacton servicecorvergencefor VolIP traffic.

In this paper we examinerouting eventsfrom the perspectie
of traffic anomalieghatthey generate Our emphasiss on events
thatresultin inconsistentoutingstatestherebycreatingloops. To-
wardsthis end,weidentify loopsin traffic tracesandcorrelatethem
with the routing eventsthat may have createdthem. Our contritu-
tion is three-fold. First, we extend the methodologyfor loop de-
tectionpresentedn [3] to make it morerobust. The nev method-
ology allows for detectionof up to 10% moreloops. Second,a
new matchingtechniqueis presentedo associatéboth BGP and
ISIS routingeventswith loopsdetectedn traffic traces.Finally, we
applyour matchingtechniqueo traffic tracesaswell asroutingin-
formationcollectedfrom the SprintbackboneTheresultsallow us
to studythetype of routingeventsthatcancreateloops,aswell as
establista correlationbetweerthe pathlengthdistribution of loops
andtheir causakevents.

Following theclassificatiorintroducedn [3], routingloopsmay
bebroadlydividedinto eithertransient or persistent loopshasedn
their durationandcause Transient loopsareformeddueto thedy-
namicnatureof the networks which causerouting changes.They
occurin normal courseof operationdueto the finite propagation
speedof informationwhich resultsin inconsistentoutinginforma-
tion acrosddifferentpartsof the network. They typically resohe
asthe routing protocol adaptsto the network changeand routing
statesconverge, andhencearetransientin nature.Persistent loops
on the otherhandare usually causedby mis-configurationgacci-
dentalor deliberate)r chronicinstability in routingandhenceast
longer By their very nature,analyzingpersistent loopsrequiresa
longerhistory of bothtraffic tracesaswell asthe routinginforma-
tion. Moreover, evenidentifying thepreciseroutingeventresponsi-
ble for aloop would requirerouting stateinformationof all routers
involved in the loop over the entiredurationof the inconsisteny.
Obtainingsuchextensve informationis virtually impossibleon a
network thatis ascomplex andlarge asthe Sprintbackbone As a
result,ratherthandirectly identifying the preciseeventresponsible
for theloop, we investigatethe correlationbetweerrouting events
andloops. Also, we shallfocusonly on transientioopsandthose
persistentoopsthatoriginatedduringthetrace.

Fromthe perspectie of an AutonomousSystem(AS)?, changes
in the routing statecanbe causedyy boththe External(EGP)and

! An AutonomousSystenrefersto a network underasingleadmin-
istrative entity, eg. anISP



Internal(IGP) Gatavay Protocolsjn respons¢o variouseventslike
congestionpolicy changeandnetwork elemenffailures. The for-
mercanannouncenew next hopsto enteror exit anAS, aswell as
modify AS pathswhile thelattercouldinducere-computatiorof a
new shortespathwithin anAS. Hence,in orderto establisha cor
relationbetweerrouting statechangesandrouting loops,we need
to studychangesn boththe EGP andIGP. Towardsthis end,we
collect information aboutrouting eventsfor both BGP and ISIS?
protocolsas well astraffic tracesfrom monitoring pointsin the
Sprint backbone.We then processboth traffic and routing infor-
mationto matchthe routing eventswith paclet loopsobseredin
thetraffic traces.

Our studyidentifiesa strongcorrelationbetweenrouting loops
andupdatesn the BGP stateof the network while I1SIS eventsare
shavn to almostnever resultin loops. We also detecteda large
numberof persistenioopsin someof the traceswhich are asso-
ciatedwith BGP statechanges Finally, we establisha correlation
betweerthe pathlengthof aloop with the BGP updates.

The restof the paperis structuredas follows. The methodol-
ogy to detectand match paclet loopsto routing statechangess
explainedin detailin Section2. Section3 presentshe experiments
we conductedandtheir analysis.Section4 concludeghis work.

2. METHODOLOGY

Studyingpaclet loopsfrom the perspectie of routingeventsre-
quiresthreesteps.First of course we mustcollectthe traffic and
routing datawhich containsthe relevantinformation. Secondwe
mustdetectpaclet loopsin the traffic traces. Finally, we needa
techniqueto matchthe loopswith routing events. In this section
we explainthemethodologywe follow in orderto accomplistthese
threesteps.

We will usethe following terminologyregardinga loop in the
restof the paper A packet loop refersto a singe packet caught
in aloop. Hence,if multiple pacletswere caughtin aloop, each
paclet would be identifiedwith a distinct packet loop. We define
a routing loop to be setof packet loops which may be associated
with aspecificroutingevent.

The first stepin the procesds the collection of all the relevant
information. Paclettraceswerecollectedfrom the Sprintbackbone
throughlPMON machineq?2] locatedat variousPOPsin the net-
work. The machinesdumpthefirst 44 bytesof eachpaclet which
containthe IP andunderlyingprotocolheaders Routinginforma-
tion for the BGP protocolwascollectedusingthe Zebra[5] listener
aswell asfrom the RouteMews Project[8]. SIS routing infor-
mationwas obtainedusing the PyRT [9] listenerdeployed on the
SprintBackbone.

The next stepis to detectpaclet loopsfor which we utilized a
modified versionof the techniquedevelopedin [3]. The original
methodis a two-stepprocesghatinvolvesbreakingup the paclet
traceinto chunksandthenhashingpaclets from eachchunkinto
separatdashbuckets. Eachhashbucket wasthenprocessedéhde-
pendently Packetsin ahashbucket wereexaminedto checkif they
areidentical. Identicalnes®f two pacletswasestablishedf both
headecontentsangheTTL andIP checksunfieldswereidentical
andtheTTL differedby atleast2. A drawvbackof theoriginaltech-
nigueis thatit ignoresloopsthat spanhashbucket boundariesor
chunks.In orderto accountfor theseloops,we maintaina history
of all loopsthatarewithin 500 msof thecurrenthashbucketbound-
ary. Thetime durationwas chosenbasedon the maximuminter-
paclet delay obsered in loopsin [3]. Packets are now matched
with loopsstoredin history beforethe pacletsin the currenthash

2|SISis thelGP runningon the SprintBackbone

bucket. The modifiedtechniqueaccountsor anincreaseof about
10% in the numberof detectedoopsascomparedo the original

method. Note that the detectionmethodgives us a setof packet

loops. Thelaststepis to identify routing loops by correlatingthe

packet loopswith BGP andISIS events. The matchingtechnique
for eachprotocolis describedn the next two sub-sections.

2.1 Matching Loopswith BGP events

BGP is the dominantintedomainrouting protocol which al-
lows routing informationto traverseAutonomousSystems.lt is a
distancevector protocol which computesthe next-hop to exit or
enteran AutonomousSystem,as well as the sequenceof ASes
to traverse,otherwiseknowvn asthe AS Path. A simple example
demonstratesiow a routing loop can occur due to a BGP route
chang@. Considethenetwork shavn in Figure1 which consistof
two ISPs,namely A and B, anda customemwho is multi-homed.
Further assumehat the customergives AS A preferencefor re-
ceving all traffic, thatis, AS A is the preferredroute. Initially
traffic enteringAS A throughPoP X will traverseits network to
reachthe customer Now assumehatdueto somepolicy change,
the customerdecidego receve traffic via AS B. Fromthefigure,
it is easyto seethatroutersin PoPY will bethefirstin AS A to
receve thisinformation. Dueto transmissionateng, therewill be
atime gapbeforeroutersin PoP X updatetheir stateto matchthat
in POPY". Duringthisduration all pacletsdestinedo thecustomer
will be forwardedfrom PoP X to PoPY andthenloopedbackto
PoPX until theroutingstatesaresynchronized.

Thisexamplehighlightsthesalientfeaturef BGPstatechanges
thatcancausdoops,namelya changein the AS path,a changen
thenext hop,or both. Notethatthe changesn next hopor AS path
in itself donotrepresensuficientconditionsfor aloopto form, but
areonly necessaryonditions. Indeed,a changecould take place
withoutaloopbeingformed.However, correctlysurmisingsuchan
eventwould requireknowledgeof the BGPtablesof all neighbour
ing ASes,which is not possibleto obtainin practice. Hence,for
simplicity we assumahatobsenration of suchaneventfrom a sin-
gle pointis sufficient evidence. In orderto further strengtherthis
assumptionye imposethe conditionthatthe eventhave occurred
in the proximity (in time) of the packet loop.

As mentionedreviously, BGPupdatesverecollectedfrom both
a passve Zebralisteneron the Sprint backboneand throughthe
Routeviews project. The Zebralistenercreateda passie adjaceng
with a RouterReflectof allowing it to receie all BGP updatesn-
side the Sprint network that changedhe AS pathor next hop of
traffic flowing throughthe PoP This providesfine grainedinforma-
tion of routing dynamicsasseenby a single PoP The Routeviews
projectcollectsexternal BGP updatesdrom variousASes, provid-
ing abroaderbut coarsepicture.

TheBGP updatesverematchedwith thepacletloopsin thefol-
lowing fashion:

1. Wedeterminef ary pacletloopis potentiallyimpactecby a
BGP updatethrougha longestprefix matchfor the destina-
tion addres®f thepacletloop onthesetof adwertisedand/or
withdrawn routesin theupdate.

3Note thatthe routechangecould be eithera next-hop change pr
anAS Pathchangeopr both.

“Multi-homing refers to networks that connectto the Internet
throughtwo or moreASes

5A PoPor “Point of Presencels acollectionof routerswithin close
geographicalicinity.

SA RouteReflectoractsasa logical nodefor a group of routers,
participatingon their behalfin BGP protocolinteractionsthusim-
proving scalability
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Figure 1: Demonstrating a loop dueto BGP update

2. Next we determineif the BGP updatelies in the temporal
vicinity of theloop. Thiswassetto avalueof 2 minutes.

3. If both previous conditionsare satisfied thenwe examined
ary changein the currentnext hop or AS pathof the desti-
nation prefix by feedingthe updateto a Zebrarouterwhich
emulatedhe BGP decisionprocess.

4. If thefirst 2 conditionsaresatisfiedanda changen next hop
or AS Pathis detectedve conjecturehattheloopwascaused
by this update.Sincethe Sprintroutingtraceswereobtained
by peeringas a Route Reflectorclient, ary changein next
hopor AS pathfrom suchupdateseflectchangesn the best
next hopor AS Path.

A note is in order here regarding our identification of events
relatedto transientand persistentoops. It shouldbe clear that
our techniqueis equally applicableto both transientand persis-
tentloops. However, as mentionedin Sectionl, identificationof
eventsrelatedto persistentoopsrequiresa muchlongerhistoryin
termsof thetraffic traceandroutinginformationthanwasavailable
for this study Hence,in this work, the emphasiss on identifying
transientioops. The studyin [3] shaved thattransientioopshave
very shortdurations(lessthan 10 seconds)which wasthe reason
for settingtherequirementhatthetemporalproximity valueof the
routing event to the loop be 2 minutes. Note that this doesnot
precludeidentificationof eventscausingpersistentoops, but only
limits identificationto thoseloopswhich startedduring the trace.
Indeed,aswe shallin Section3.2, we wereableto associatssome
persistentoopswith BGP updates.

2.2 Matching 1SIS L oops

We next turn our attentionto ISIS, alink staterouting protocol.
Link staterouting protocolstypically collectinformationaboutthe
entire logical topology (within an AS) by exchangingLink State
Paclets (LSPs) and then run the shortestpath algorithm on the
topologyto computeroutes. In orderto keepthis informationup-
dated,LSPsare generatechnd floodedwheneer eventslike link
failures and weight changeamodify the logical topology Since
LSPsneedto be floodedto every part of the network, thereis an
interval duringwhichthedatabasesf differentroutersaremomen-
tarily unsynchronizeavhich mayresultin transienioops.

Similar to detectionof loops causedby BGP updatesdirectly
detectingoopscausedy ISIS eventsis intractable sinceit would
requireknowledgeof every routers databasat every time instant.
Insteadwe use an indirect methodto infer if a routing loop can
be causedby ISIS statechanges.The method,similar to the one
usedto detectloops causedby BGP updates essentiallyconsists
of monitoringchangesn the forwardingpath. However, it differs
from the detectiontechniqueusedin BGP in that knawledge of
the entiretopologyis requiredto identify the forwardingpath. On
the positive side, it provides a more reliable techniqueto decide
whetheraloop couldhave beencausedy the ISIS event.

In orderto to computethe forwarding paths,a passie ISIS lis-
tener[9] establishedan ISIS adjaceng with a SprintLink router
This enabledt to receve all LSPsfloodedthroughouthe network.
Knowledge of the LSPswas usedto constructthe ISIS topology
andconsequentlyomputeshortesipathsfrom arny node. We now
explainthe detectionproceduren furtherdetail.

Traffic

Figure2: A loop caused dueto ISIS Failure

Figure 2 representan example network, wherefor simplicity
eachlink is assumedo be bi-directionalwith the sameweightin
eitherdirection.Letlink (x, ) bethelink from whichpaclettraces
are being collected. Let therebe a flow from ingressnode s to
egressnoded. With the weight settingspecifiedin the figure, it
will take the shortestpaths — y — d. Now supposehat at some
time ¢t thelink y — d goesdown. Until nodes receivesthe LSP
regardingthis event, it will continueto regardy asits next-hopto
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forward pacletsto d. However y will recomputdts shortestpath
tod asy — x — v — d andwill forward pacletsdestinedo d via
nodez. Similar to s, until thetime nodez recevesan LSP from
eithery or v aboutthe failure and processe#, x will forward all
pacletsheadedo d alongtheoriginal shortespathx — y — d, thus
creatingaloop x — y — x. To furtherillustratethis, we shav the
sequencef how nodesr andy respondo thereceptionof anLSP,
in thetime-line of Figure3.

1 Failure Detection

2 LSP Generation

3 Shortest Path Computation
4 FIB Update

5 LSP Flooding

6 L SP Received

7 Shortest Path Computation
8 FIB Update

6 7 8
[
[

TIME

Figure3: Timelineat nodes z and y after ISIS Failure

Note from thetime-linethat, betweertime epochss and8 (that
is, from the time nodey forwardsthe LSP to nodex, to thetime
nodex recevesthe LSP and updatesits FIB), the LSP database
atnodesz andy will beinconsistenwith x assumingts shortest
pathto d is still throughy. Hencea loop will be createdfor this
duration.

The above exampleillustratestwo importantpoints. First, the
creationof the loop involves a changein the forwarding path of
nodez. In thiscasefromz —y — dtox — v — d. Thisin itself
is not sufficient however sinceit is possiblethat forwarding paths
may changewithout loop creation(for example,in the presencef
equalcostmultiple paths).The secondobserationis thatat some
point in time, nodeson the new shortestpath of « pointedback
to z itself. To seethis, obsere thatthe loop wasformedbecause
thenew pathy — x — v — d containsnodez whoseprevious path
(z — y — d) wentthroughnodey.

We now formalize thesetwo obsenationsin the form of two
conditionsto determinewhenloopscanbe formedandwhenthey
cannot. In our subsequendiscussionthelink from which paclet
traceswere collectedwill be referredto asthe observed link and

theingressnodeof the link will bereferredto asthe observation
node. All pathsarewith respecto aspecificdestinatiomode.The
pathto a destinationnodee from nodex at a time instancet will
bedenotedyy P; .(t) andthenext hopby N Hy ().

Condition 1: A necessaryonditionfor a routing loop involv-
ing the observed link to occurin an SPFprotocolis a changein
forwardingpathof the observation node.

The proofis quite straightforvard. If theloop occurredbecause
of achangen theforwardingpathof theohservation node thenthe
conditionclearly holdstrue. Else,let at sometime ¢ the observed
node,say x, hasa loop free path P, .(t) to anothernode,saye.
Letatsometimet + e aneventcauses loop thatinvolvespaclets
forwardedby x to e. Thenclearly, thereexistsanodel € P, .(t)
which is alsoinvolved in the loop, therebyviolating the require-
mentfor aloop-freepath. This will resultin a changein the for-
wardingpathof nodezx.

Notethatthisis anecessargndnotsufficient conditionfor loop
formation,thatis, a changen the forwardingpathneednotalways
resultin a loop. However, unlike in the detectionof loops due
to BGP updateswe canlook for strongerconditionsthat mustbe
truefor aloopto occur Thisis becauséhelSIS protocolcollects
informationregardingthe entiretopologyfor pathcomputation.

Condition 2: Let the observation node, sayz, recevedthe LSP
relatedto theeventthatcausedaloop, attimet + 4. Subsequently
nodez changedts pathto the destinationsaye, from P; () to
P,..(t 4+ ¢). Then,anobserved link may be involvedin theloop,
occurringattimet + ¢, if andonly if oneof thefollowing condition
holds:

1. Casel: The observation node hasupdatedts pathbut a set
of nodessayN’ C P, .(t + &) onthenew path,thatwere
originally pointingto theobservation node attimet, have not
yet updatedtheir pathsin responseo the change.In other
words,thetime of updatefor z ist + § < t + ¢, andthetime
of updatefor anodel € N’ ist + & > t + ¢, sothatthere
existsawalk

W ={NH(t+¢):l€N'}

thatreturnsto z.

2. Case2: Thisis theexactoppositeof Casel. Somenodeson
the original shortestpathof = attime ¢, say N’ C Py (t),
have updatedtheir shortestpathsin responseo the LSP, to
pointto the observation node, , but the observation node is
yetto recordthis change.ln otherwords,thetime of update
fornodezr ist+ 6 > t + ¢, andthetime of updatefor anode
l e N'ist+ 6 < t+ esothatthereexistsawalk

W ={NH,.(t+68):1c N'}
thatreturnsto z.

It is easyto seethatif eithercaseof Condition 2 wereto hold true,
a loop would be formed. Vice versa,by definition of a loop, we
musthave oneof thesetwo casedo hold trueif aloopwasformed.
Note thatthe above conditionsimposesan orderon the events
for aloopto occurandrequireknowledgeof the sequence of events
from everyroutersperspectie. However, asmentionedgreviously,
it is intractableto obtainthis information, Instead we only check
for a looserversionof Condition 2. Specifically for every LSR,
we checkif eithercaseof Condition 2 could have held beforeor
afterthe LSP wasreceved, independently for eachnode. Clearly,



this canresultin falsepositivesbut they canbe eliminatedby other
means.e.g., by checkingthe length of the loop andthe possible
setof loop pathson the ISIS topologyaswell asthe proximity (in
time) of theeventto theloop.

We now describeour implementationof the procedurefor as-
sociatingloopswith ISIS events. The first stepin determiningif
a loop was causedby an ISIS event s to resole the egressISIS
routerfor eachdestinationaddressn the loop. We thenproceed
with the ISIS event detectionphasefor the durationof the traffic
tracefrom which theloopswereextracted asenumeratetbelow.

1. Onreceptionof an LSP, we computethe shortesipathfrom
the observation node to the ISIS egressrouterof the looping
paclets.

2. If theforwardingpathhaschangedand we arein the tem-
poral vicinity” of a loop, we checkto seeif either caseof
Condition 2 holds.

e For casel, we computeshortestpathsof all nodeson
thenew forwardingpathof the observation node, using
the topology before the LSP was receved. We then
checkif the observation node lies on ary of thenodes’
shortespaths.

e For case2, we computethe shortestpathsof all the
nodeson the original forwarding path of the obser-
vation node usingthe topology after the LSP wasre-
ceived. We thencheckif the observation node lies on
ary of thenodes’shortespaths.

3. If eithercaseholdstrue, we conjecturethat the ISIS event
caused loop.

Beforewe endthis sectionwe mustpointoutthatourdiscussion
regardingthe applicability of the matchingtechniqueto BGP up-
datesandtransientandpersistentoopsalsoholdsfor ISIS events.
Another note worth mentioning, is that since BGP updatescan
changehe egressrouterfor a destinationthis shouldbetakeninto
accounwhile trackingISIS eventchangesSpecifically changesn
the forwarding pathdueto egressrouter (BGP next hop) changes
should not be attributed to an ISIS event. This is accomplished
by a look aheadschemewhich notesthe time epochof the cur
rentand next BGP updateandtracking ISIS evensbetweerthese
two epochs.Any changen the forwardingpathduring this epoch
would thenbedirectly attributableto ISIS eventsonly.

3. EXPERIMENTSAND RESULTS

In this section,we presenthe resultsobtainedby applyingour
matchingtechniqueo thepacletloopsandtheroutinginformation.
For ourexperimentswve collectedpaclettracesfrom OC-48linksin
the SprintLink network. All links werebetweerbackboneouters.
Threeof the tracesare 1 hour long, while the otherthreeare 12
hourslong. Table1 shavs the numberof pacletloopsdetectedn
eachtraceusingtheloop detectiontechniqueexplainedin Section
2. Obsenre thatthe numberof detectedoopsvariesover anorder
of magnitude.

In subsequerdiscussionyve definethe TTL A of apacletloop
to betheroundtrip decrementn the TTL field of the paclet, that
is, thelengthof theloop. For purpose®f classificationwe define
loopsthat lastedover 1 week from the point of collection of the
traceaspersistentoops. This choiceis usedto simplyillustratethe
differencein durationbetweenpersistentand transientloops. In

“setto 2 minutes

Trace No. of Duration

Name | PacketLoops (hrs)
NYC-20 2476 1
NYC-21 3838 1
NYC-23 1895 1
NYC-22 8672 12
NYC-24 719 12
NYC-25 1691 12

Table 1: Number of Packet Loopsin Each Trace

orderto identify suchloops,traceroutesvereperformedat several
time instance®ver adurationof 1 weekonthedestinatioraddress
of all the identified paclet loopsfrom the traffic traceto confirm
thattheloopsstill persisted.

We first presentour findingsin regardto matchingloops with
ISIS eventsin Section3.1. Section3.2 investigatesthe efficacy
of our matchingtechniquefor BGP updates.Finally, Section3.3
identifiesa correlationbetweerthedistribution of TTL A for loops
andthe BGPupdatesausingthem.

3.1 Loopsrelated to SIS changes

In [4] it wasobseredthatonanaveragethereare2 ISISfailures
perhourthatoccuronthe SprintBackbone Althoughwe obsered
similar failure rates,noneof the loopsin ary of the tracescould
be correlatedwith anISIS eventbasedon the criteriadescribedn
Section2.2. Thiscanbeattributedto theextensie useof equalcost
multiple pathsbetweenPoPpairson the SprintBackbonefor load
balancing.The presencef multiple forwardingpathsprovidesthe
ability to switchoverto anothempathin caseof link failureswithout
overlappingwith the previous pathof anothemode. Consequently
neithercaseof Condition 2 of Section2.2 holds,resultingin loop-
free operation.Another possiblefactorcontrituting to the lack of
ISIS eventsthatcould causdoopsis thatISISis alink stateproto-
col whichusegheentiretopologyto computepaths.Thisis known
to greatlyreducethe durationof inconsistentouting stateascom-
paredto adistancevectorprotocollike BGP[11].

TheobsenrationthatlSIS eventsdonotcreatdoopslendsweight
to the obseration thatcorvergencetime for ISIS is not critical, at
leastfrom the perspectie of routing corvergence.By maintaining
equalcostmultiple pathsone canquickly switch over to an alter
natepathwithout allowing loopsto beformed.

3.2 Matching Loopsto BGP Routing Events

In theprevioussub-sectionywe sav thatno loopscouldbecorre-
latedto ISIS events.Thisimpliesthatthe only otherrouting proto-
col thatcould have causedhe loopsis BGF. In Table2, we shav
the matchratiosfor BGP updatescollectedfrom the Sprint back-
bonewith paclet loopsfrom the varioustraces. The first column
displaysthe fraction of loops classifiedas transientthat were as-
sociablewith BGP updates.The secondcolumndisplaysthe frac-
tion of loops that were persistentout still were identifiable with
BGP updateswhile the third columndisplaysthe fraction of per
sistentioopswith no updates.Thefinal columndisplaysthe num-
ber of “accounted”loops, that is, the sum of the previous three
columns. Persistenc®f loops was identified using the definition
establishedat the begginning of the sectionandtransiencevases-
tablishedthrougheliminationof persistentoops.

8BGP and|ISIS arethe only two protocolswhich propagateout-
ing statechangeswithin the Sprint Network. Henceeven manual
routingchangeshouldresultin BGP or ISIS statechanges



Trace | % Transien®& | % Persistent| %Persistent Total
BGPUpdates | BGPUpdates| No Updates

NYC-20 40.1 0 50.8 90.8
NYC-21 80.2 0 7.5 87.9
NYC-23 3.3 0 0 3.3
NYC-22 18.8 0 80.6 99.4
NYC-24 70.0 0 0 70.0
NYC-25 43.7 15.5 0 59.2

Table 2. BGP Update Matches for Loops using Sprint Link
BGP Information

As canbe seenfrom the table, in mostcaseswe were able to
accountfor morethanhalf the loops, as eitheridentifiablewith a
BGP eventor persisten{andunidentifiablewith a BGP event), al-
thoughthe fractionsvary quite a bit. Only in the caseof NYC-23
werewe unableto identify morethan 10% of the loops as being
causeddueto BGP dynamics.Thereareseveral factorswhich can
potentiallycontrituteto this varyingsuccessatioin matchingtran-
sientloopsto routingevents.An importantfactorthatcanaffectthe
matchratiois the possibilitythatalargefractionof loopswereper
sistent. Suchloopsare often causedoy mis-configurationandas
mentionedbefore,may requirea muchlongermeasuremerinter-
val thanavailablefor this work. Indeed,ascanbe seenfrom Table
2, we found a significantnumberof persistentoops. For NYC-
20, 50.8% of the loops were persistenoops. For NYC-22 and
NYC-25, the numbersvere80.2%and15.5%respectrely. NYC-
25 present@ninterestingcasein thatwe wereableto associatell
the persistentoopswith BGP events. Thatis, the persistentoops
originatedduringthepaclettraceandhenceourtechniquevasable
to identify the BGP eventsthat may have createdhem. However,
for all the othertraces,noneof the persistentoops could be at-
tributedto BGP events,indicatingthat they originatedbeforethe
collectionof thetrace. In fact,in the caseof NYC-23, we did not
detectary persistenioops, which implies that otherfactorsexist
thatcanaffectthe matchratio.

Oneof thesefactorshatmayadwerselyaffecttheeffectivenesof
our techniqueparticularlyfor the NYC-23 trace,could bethatthe
changesn BGP tablesoccurexternalto the Sprint AS andhence
arenot visible in the BGP routing tables. In orderto verify this
conjecturewe appliedour matchingtechniqueto updateobtained
from the Route\Miews project[8] to threetraces,NYC-20, NYC-
21 andNYC-23. Whereasupdatescollectedby the Zebrarouter
peeredwithin the Sprint Network would only containiBGP up-
datespassedn by a RouteReflector RouteMews storesupdates
obtainedfrom otherASes.If theloopswereindeedcausedy fac-
torsexternalto the network, it is plausiblethatRouteMews should
offer abetterperspectie. The matchratio (for transienioops)us-
ing RouteVlews updatesareshavn in Table3.

and hencenot visible to the measurementodein questiod. To
further supportthis assertionjn Table4, we shaw, for eachtrace,
the averagenumberof ASestraversedfrom the Sprint network to
reachthe destinationof theloops. This wascomputedby dump-
ing 10 BGP routing tablesfrom the monitorednodeover a period
of 3 monthsand averagingthe AS pathsover thesesamplesfor
eachloop destination. The pathlengthindicatesthatloops of the
NYC-23 tracetraversethe largestnumberof ASes,providing fur-
ther evidencefor our reasoningbehindthe low matchratio. We
alsonotethatthis trendholdstrue for the othertraces.Loopsfrom
tracesthattraversedionger AS paths(eg. NYC-24 andNYC-25)
had poorermatchratiosas comparedo loopsthatwereinside or
closeto the SprintAS (eg. NYC-20,NYC-21,NYC-22).

Yetanotherfactorthataffectsthe successatio of our technique
couldbethegeographicatlistributionof loopdestinatioraddresses.
Intuitively, if the loopswere spreadover a large numberof ASes,
thenit is lesslikely that we would be able to identify the causal
BGPevents.Thisis because¢he SprintNetwork maybe peering(if
atall) with theseASesat differentpointson the backboneandthe
PoPcontainingthemeasurememodeneednot participatein all of
them. Consequentlygiven the large spreadof the ASes,it would
be lesslikely for the measuremeniPoPto be directly involvedin
BGP route changeghat causedoops, even thoughit lies on the
loop path.

We testecdthis hypothesidy plotting the Origin AS of eachloop
destinationaddresdor all the 6 tracesin Figure4. An immediate
obsenrationis thatalargefraction of theloopsfor NYC-21 (78%)
andNYC-22(81%), belongto oneAS. In caseof NYC-21,it wasa
customerandfor NYC-22,it waswithin the SprintAS itself, which
increaseshelikelihoodof receving all theupdateshatresultedn
loops. We notethatfor both of thesetraces,we wereableto ac-
countfor mostof the loops (eithertransientor persistent).Loops
from NYC-20aredistributedover alargernumberof ASesascom-
paredto NYC-22 andNYC-21, but therearestill 2dominantASes
which accountrespectiely for 50% and39% of the loops, again
Sprintanda customer In this casealso,mostof the loopsareac-
countedor. Thenext stepin thistrendis seerin the Origin AS dis-
tribution for NYC-24 andNYC-25. Unlike thefirst 3 casesthere
is no single dominantAS which accountsfor most of the loops.
Insteadwe have multiple dominantASes, that accountfor small
fractionsof destinatiorblocks. This obsenationalongwith poorer
loop matchratiosascomparedo NYC-20, NYC-21 andNYC-22
supportsour original hypothesighatwider destinationdistribution
may leadto poorermatchingratios. Lastly, NYC-23, whoseloop
destinationaddresseare spreadover the largestnumberof ASes
hasthe poorestmatchratio.

3.3 TTL a Distribution of Routing L oops

%In fact, even updatesputsidethe measuremeriPoPneednot be
visible, sincethey may befiltered by the RouteReflector

Trace | % SprintMatches| % RouteMlews Matches
NYC-20 40.1 43.1
NYC-21 80.2 82
NYC-23 33 10.6

Table 3: BGP Update Matchesfor L oopsusing RouteViews|n-
formation

Obsere thatthe largestincreasen correlationis for the NYC-
23trace,by about7%. This seemgo indicatethattheloopsin the
NYC-23tracewerecausedy BGP change®utsidethe SprintAS

Trace Avg. No. Of
ASestraversed
NYC-20 1.34
NYC-21 1.04
NYC-23 1.74
NYC-22 0.513
NYC-24 1.61
NYC-25 1.63

Table 4: Average Number of ASestraversed
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We next turn to studyingthe distribution of the TTL A of the
loopsandhow they arecorrelatedo the BGPupdateshatwereas-
sociatedwith theloops. The maingoal of this sectionis to demon-
stratethattherange of distributionof TTL A of theloopsis corre-
latedwith the number of BGP updateghatmaybeassociatedavith
theloops. If only a smallnumberof BGP updatesvereresponsi-
ble for theloops,thenthe TTL A of theloopswill be spreadcover
a harrav rangeas comparedto whena large numberof updates
causedall theloops. Theintuition behindthis agumentis asfol-
lows. If thenumberof updategesponsibldor loopsis very small,
thenit is likely thatthe distribution of destinatioraddressesf the
loopsis alsoquitesmall. Consequenthalargefractionof theloops
will follow the samepathresultingin a closelyclusteredTTL A
distribution.

To test this hypothesis,we have plotted threerelationsfor 5
tracesNYC-21,NYC-20,NYC-22,NYC-24 andNYC-25in Fig-
uresb, 6, 7, 8, 9 respectiely. For eachtrace,we shav 3 figures,
namely the numberof packet loopsasa function of the TTL A,
the numberof packet loopsassociatedvith eachBGP update and
finally theaverageT TL A of all thepacletloopsassociateavith a
BGP update,or in otherwords,the TTL A of arouting loop. For
notationalcorveniencethey arelabeled(a), (b) and(c) respectiely
for eachtrace.Sincewe wereableto associateery few loopsfrom
the NYC-23 tracewith BGP updateswe omit discussionof the
impactof BGP updatenthistrace.

We bagin our discussiorof theseplots with the NYC-21 trace
which hadthe largestfraction (80.2%) of loopsaccountedor by
BGP updates.Figure5(a) shavs the numberof paclet loopsasa
functionof the TTL A. Obsenre thatalmostall loopsareclosely
clusteredaroundjust two TTL A values. 74% of the loopshave
aTTL A of 10, while 18% of theloopshave a TTL A of 8. In
accordancevith our hypothesissuchanarrav TTL A distribution

shouldresultfrom only afew updateseingcorrelatedwith all the
loops. We confirmthis obsenation from the next two figures. In
Figure 5(b), we have plottedthe numberof packet loopsthatare
correlatedwvith eachBGP update A strongcorrelationis obsered
with only a few BGP updates.In fact mostloops (approximately
2900(74%)) arecorrelatedwith a singleupdate(updateindex 8).
In Figure 5(c) we have plottedthe averageTTL A of the paclet
loopsthatwerecorrelatedvith eachBGP update.If we look atthe
averageTTL A of loopscausedy updateindex 8, we seethatit is
closeto 10 (theupdatealsoaccountgor someloopswith aTTL A
of 8) coincidingwith thedominanfTTL A modeof thetrace.
Similar plots of the NYC-20 traceareshavn in Figure6. Ob-
sene from Figure 6(a) thatthe dominantTTL A of 14 which ac-
countsfor arounda 1300 packet loops (50.8%), is not reflected
in the BGP updatesij.e., no BGP updatecould be associatedvith
theseroutingloops. Thereasorfor thisis thatthey werepersistent
loopsthat originatedbeforethe trace. Our analysisindicatesthat
thepersistentoopsbelongedo the sameaddresdlock andshared
thesamepathresultingin acommonTTL A.
Turningourattentionto theaccountedoops(whichnumberaround
a 1000), from Figure 6(b) obsere that most of them (about950
loopsof them) canbe associateavith the BGP updateindexed 2.
TheaverageTTL A of of this routing loop' is 9.5™ (from Figure
6(c)). On Figure6(a),this turnsout to bethe secondmajor cluster
centeredarounda TTL A of 10. Theseobsenrationsagainsupport
our hypothesighata closelyclusteredTTL A occursdueto most
loopsbeingassociateavith a singleor few updates.

10Recall that the routing loop is a collection of paclet loops that
maybeassociatedvith asingleevent.

" TheBGPupdateactuallyaccountsor loopswith TTL Asvarying
from 8to 10



nyc-21 Plot of Number of Loops vs TTL &
3000

3000

nyc-21 Plot of Number of loops vs BGP Update

nyc-21 Plot of Avg TTL A vs BGP Update

Number of Loops

2500 2500

2000 2000

1500 1500

Number of Loops
Number of loops

1000 1000

500 H 500
\ ﬂﬁsm ‘ ‘ I

Number of loops AQTILA ——

AvgTTLA

S N ,

0 10 15 2 2 0 2 4
LA

(a) Distributionof TTL A of Loops

BGP Update

(b) LoopscausederBGP Update

6 8 10 12 0 2 4 6 8 10 12
BGP Update

(c) Avg. TTL A perBGPUpdate

Figure5: NYC-21: Routing L oop characteristics

yc-20 Plot of Number of Loops vs TTL &

nye-20 Plot of Number of loops vs BGP Update

nyc-20 Plot of Avg TTL A vs BGP Update

Number of Loops

Number of loops

‘Number of loops AQTILA ——

9l .

AvgTTLA

’—‘ 2

0 5 10 15 2 2 0 0 2 4
LA

(a) Distributionof TTL A of Loops

BGP Update

(b) LoopscausederBGP Update

6 8 10 12 0 2 4 6 8 10 12
BGP Update

(c) Avg. TTL A perBGPUpdate

Figure6: NYC-20: Routing L oop characteristics

Plotsfor the NYC-22 traceare shavn in Figure7. 80% of the

loops,around6000in number arepersistentoopsandrepresented

by thedominantTTL A modeof 10in Figure7(a).

FromFigure7(b), the largestnumberof loopscausedy a BGP
updateis approximately800 loopsandfrom Figure 7(c), they can
beassociateavith thenext dominantTTL A clusterof around300
loops centeredaround20. We also seethat as comparedto the
previous 2 tracestherearemore BGP updateghatresultin loops
(Figure7(b)), albeitin smallnumbers.In accordancevith our hy-
pothesisanincreasen thenumberof BGPupdateshatcausdoops
would imply anincreasein the distribution of loop destinations,
which in turnimpliesa morediverseloop pathlengthdistribution.
This is reflectedin Figure7(a), wherewe seea numberof TTL A
modesaround10-15,althoughtheir relative sizeis dwarfedby the
presencef 6000loopswith TTL A of 10.

Furthersupportfor this hypothesids obtainedfrom the TTL A
distributionsfor theothertwo tracesNY C-24 (Figure8) andNYC-
25 (Figure9). From Figure 8(b) and Figure 9(b), we notethata
largenumberf BGPupdategontrituteto creatingoopsfor NYC-
24 and NYC-25 respectiely. Hence,one would expecta wider
rangeof destinatioraddresset be affected,asis confirmedfrom
the Origin AS distributionsof NYC-24 (Figure4(e))andNYC-25
(Figure 4(f)). This manifestsitself by increasingthe rangeof of
TTL A distributionsasseenfrom Figure8(a)andFigure9(b).

4. CONCLUSIONS

Althoughroutingloopsconstituteavery smallfractionof traffic,
they presentaninterestingopportunityto studychangesn routing
behaiour andtheirimpactontraffic. We have presented method-
ology to associatepaclet loops with the routing eventsthat may
have causedhem. In orderto determinethe efficacy of our tech-
niguewe testedit on routing informationaswell aspaclet traces
collectedfrom high speedOC-48links on an operationalP back-
bone. Our studiesindicatethata strongcorrelationexists between
loop instancesand changesn the BGP routing state. Indeed,for
mosttraceswe wereableto associat@alargefractionof loopswith
BGP updates.In practice thetechniquewvasfoundto be sensitve
to the distanceof the BGP updateorigin from the point of mea-
surement.Specifically our resultsshav thatthe techniqueis able
to identify a large fraction of loop causingupdateghat originated
in or nearthe measuremenpoint. However loopsthat may have
beencausedby BGP changedartheraway from the obsenation
point may not beidentifieddueto the updategyettingfiltered out.

We were also able to establisha correlationbetweenthe path
lengthdistribution of the loopsandthe numberof associate®GP
updates. We conjecturethat paclet loops associatedvith only a
few BGP updateshouldhave a narraver pathlengthdistribution
ascomparedo pacletloopsfrom tracesthatareassociablavith a
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larger numberof updates.Thereasorbeingthatthe fewer the up-

datesthemorelikely it is thattheloopssharecommondestination
addressesThis in turn would resultin a commonnetwork path.
Analysisof the BGP updatesorrelatedwith the pacletloopsfrom

5 traceswasfoundto supportthis amgument.

Therearehowever several threadsthat needto be exploredfur-
ther. Althoughour matchingtechniquds effective, therearecases
in which it doesnot performwell. We have offereda plausibleex-
planationin thattheloopsmay originateoutsidethe obsered AS,
but a more completestudywould be desirable.Finally, a morein
depthstudyof persistentoopsis requiredto determineheir causes
aswell astheirduration.
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