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ABSTRACT
Online social networking services are among the most popular In-
ternet services according to Alexa.com and have become a key fea-
ture in many Internet services. Users interact through various fea-
tures of online social networking services: making friend relation-
ships, sharing their photos, and writing comments. These friend re-
lationships are expected to become a key to many other features in
web services, such as recommendation engines, security measures,
online search, and personalization issues. However, we have very
limited knowledge on how much interaction actually takes place
over friend relationships declared online. A friend relationship only
marks the beginning of online interaction.

Does the interaction between users follow the declaration of friend
relationship? Does a user interact evenly or lopsidedly with friends?
We venture to answer these questions in this work. We construct a
network from comments written in guestbooks. A node represents
a user and a directed edge a comments from a user to another. We
call this network an activity network. Previous work on activity
networks include phone-call networks [34, 35] and MSN messen-
ger networks [27]. To our best knowledge, this is the first attempt
to compare the explicit friend relationship network and implicit ac-
tivity network.

We have analyzed structural characteristics of the activity net-
work and compared them with the friends network. Though the
activity network is weighted and directed, its structure is similar to
the friend relationship network. We report that the in-degree and
out-degree distributions are close to each other and the social in-
teraction through the guestbook is highly reciprocated. When we
consider only those links in the activity network that are recipro-
cated, the degree correlation distribution exhibits much more pro-
nounced assortativity than the friends network and places it close
to known social networks. The k-core analysis gives yet another
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corroborating evidence that the friends network deviates from the
known social network and has an unusually large number of highly
connected cores.

We have delved into the weighted and directed nature of the ac-
tivity network, and investigated the reciprocity, disparity, and net-
work motifs. We also have observed that peer pressure to stay ac-
tive online stops building up beyond a certain number of friends.

The activity network has shown topological characteristics sim-
ilar to the friends network, but thanks to its directed and weighted
nature, it has allowed us more in-depth analysis of user interaction.

Categories and Subject Descriptors
J.4 [Computer Applications]: Social and behavioral sciences

General Terms
Human Factors, Measurement

Keywords
Online social network, Cyworld, Friend relationship, Guestbook
log, Degree distribution, Clustering coefficient, Degree correlation,
K-core, Reciprocity, Disparity, Network motif

1. INTRODUCTION
Online social networking services are among the most popular

Internet services according to Alexa.com and have become a key
feature in many Internet services. Not only online social network-
ing services (e.g., Myspace and Facebook) but also other major web
2.0 services (e.g., Flickr, Del.icio.us, and YouTube) offer social
networking features on their sites. Through various features of on-
line social networking services, users establish friend relationships,
share photos, and write short messages. The friend relationship lays
the foundation for other systems to build upon for recommendation
engines, cooperation-based security, online search, and other per-
sonalization functions. Understanding friend relationships is the
first step towards achieving them.

A friend relationship is an explicit and static declaration of a
relationship. For actual interaction between users, the friend rela-
tionship may not be the best representation. The friend relationship
only marks a beginning of online interaction. Activities, such as
looking at friends’ photos, reading their articles, and leaving com-
ments on their guestbooks, follow once the friend relationship is
established. Macroscopically, the number of users, the number of



daily visitors, and page views are the three most basic metrics to
measure the status of online social networking services (OSNSs) 1.
These metrics compose an overall view of livelihood of an online
social network service itself, but they do not provide any informa-
tion about the livelihood of interaction between users.

In this paper, we shift the focus regarding analysis of online so-
cial networks from a friends network to an activity network for
better understanding of online social networks. We construct an
activity network from logs of actual interaction rather than from
declared relationships. The two main sets of questions we raise in
this work are:

• Does the friend relationship reflect underlying user interac-
tion? Does a user interact only with one’s friends or explore
the social network more widely? If the social interaction
does not follow the friends network closely or evenly, track-
ing user interaction should become a core design feature in
any service site.

• How does information flow through the network? Do all
users receive the same attention from their friends? How
often do they interact? Is the interaction one-way or recip-
rocated?

We take a top-down approach and begin our analysis with net-
work growth. The activity network built for the present work is
directed and weighted. The direction represents the flow of in-
teraction and the weight the amount of interaction. We first look
at the numbers of users in the friend and activity networks and
compare their growth over time. We then compare the topological
characteristics–namely, the degree distribution, the clustering co-
efficient, and the degree correlation–of the two networks. We use
reciprocity, disparity, and network motifs to investigate the activ-
ity network’s unique characteristics in the form of a weighted and
directed graph.

For our work, we use more than two years of guestbook logs
from the largest online social networking site in Korea and build
a graph from the comments recorded in these logs. The friends
network is a complete set of friend relationships. Access to this data
set allows us unique opportunities otherwise not possible, as the
friend lists of some users are often kept private and data collected
by crawling contains unavoidable bias.

Previous work on activity networks includes phone-call networks
[34, 35] and MSN messenger networks [27]. Online social net-
works are unique in that they have this reference network of friends.
To the best of our knowledge, this is the first attempt to compare the
explicit friend relationship network and implicit activity network.

The remainder of this paper is structured as follows. In Section 2
we describe our guestbook logs and the features specific to our logs.
In Section 3 we compare the topological characteristics between
the friend and activity networks. We then delve further into the
weighted and directed aspects of the activity network in Section 4
and other activity-related aspects In Section 5. In Section 6 we
compile related work and Section 7 concludes with a discussion on
future work.

2. ACTIVITY IN GUESTBOOK
In this section, we describe the social network data we use for

this study. Cyworld, launched in 2001, is the largest online social
network service in Korea. As of October 2007, the number of reg-
istered Cyworld users has surpassed 20 million, which is more than
1Ranking sites, such as Alexa, Rankey, and Ranking, use these
metrics in their web site rankings.

a third of the entire South Korea population2.

Figure 1: Screen capture of user C’s guestbook

When a user joins Cyworld, one is given a homepage (called
minihompy) that contains an avatar, a photo gallery, a public di-
ary, a testimonial board, a guestbook, etc. A user can establish
friend relationships with other users and share information only
with those established relationships. Users browse through friends’
photos and leave comments. They read others’ public diaries and
write testimonials for those established friends. Some of the fea-
tures, such as writing a testimonial and viewing photos, are often
limited to only those with established online friend relationships.
The owner of the minihompy can choose the buttons or features on
one’s minihompy. Some features, such as the profile and the diary,
are read-only, while access to other features are owner-configurable
except for the guestbook. Once the owner includes the guestbook
on the minihompy, then it is open to anyone to write, a friend or not.
Even a person not registered as a Cyworld user can still visit and
write a comment on a guestbook. The photo gallery and the bulletin
board can be configured to be writable by visitors, but many users
keep the default setting of write-by-owner-only. The guestbook is
the most used feature in Cyworld where friends and visitors leave
a note of greetings to the minihompy owner3. We include a screen
capture of a typical interaction on a Cyworld guestbook in Figure 1.
A comment writer’s name and avatar are displayed along with the
comment.

Ahn et al. have analyzed Cyworld’s topological characteristics
of bi-directional friend relationships [2]. Once established, a friend
relationship remains rigid regardless of the actual relationship [40].
2Upon joining, a new user must have its personal identification
number (equivalent of U.S.’s social security number) verified. For-
eigners have special provisions for membership. All user accounts
on Cyworld map to real users, unless a user make an illicit use of
other people’s personal identification numbers.
3We were offered logs of comments on the photo gallery and the
bulletin board of the same period, but they were far smaller than
guestbook logs.



It is an assertion that some relationship existed, currently active
or not. In this work, we delve deeper into the web of social net-
working and study the user interaction captured in the guestbook.
Unlike a friend relationship, which is bi-directional, a message on
a guestbook represents a directional interaction between users. On
a guestbook, people write greetings, recent updates, replies, and so
on.

We have obtained the complete guestbook logs of Cyworld from
June 2003 to October 20054. This period is very important in the
development of Cyworld, as the number of users grew exponen-
tially from 2 million to 16 million and the friend relationship net-
work began to show a sign of densification [2]. In this work we in-
vestigate whether the growth in actual user interaction, a key aspect
of social networking services, has kept up with the growth in sheer
size. Our guestbook log consists of three-tuples: the writer, the
guestbook owner, and the time of the guestbook comment. All user
identifiers have been anonymized. As of October 2005, the num-
ber of Cyworld subscribers reached 16, 146, 817. Among those
16 million users, 74.6% or 12, 048, 186 users have formed friend
relationships with others, and 64.8% or 10, 476, 604 users have
written or received a comment on a guestbook at least once dur-
ing the period of our guestbook logs. Compared to 381, 602, 530
friend relationships, the number of the writer and guestbook owner
pairs is larger: 537, 970, 431. Table 1 summarizes our dataset. The
numbers in the parentheses exclude messages written by the owner
of the guestbook on one’s own guestbook. We explain more about
this type of messages in Section 2.2.

Table 1: Summary of Cyworld Guestbook Logs
Period 2003.06∼2005.10

# of 3-Tuples 8,423,218,770
# of unique writer-owner pairs 537,970,431

# of guestbook users 17,788,870
Mean # of msg per writer 637 (397)

Mean # of msg received per owner 484 (297)

2.1 Growth in Guestbook Activity

Figure 2: Cyworld growth in numbers

4The period of guestbook logs does not match that of the friends
network in [2]. We could not retrieve the friends network from the
same period as the guestbook logs.

As the number of Cyworld subscribers grew almost ten times be-
tween 2003 and 2005, its guestbook had also seen explosive growth
in activity. We plot the number of Cyworld subscribers and the
relevant statistics in Figure 25. The top graph represents the total
number of subscribers. The next two graphs crisscross each other
in about October 2004. The graph marked with a square represents
the cumulative number of guestbook writers, and that marked with
a circle the number of users with friend relationships. The former
could be larger than the latter, because the guestbook is open to
anyone. Even if a person has not established a friend relationship
with the guestbook owner or is not even a registered user of Cy-
world, one can still write on a guestbook. The bottom graph repre-
sents the number of guestbook writers in that month. The number
of guestbook users was very small at the beginning, but caught up
with the total number of Cyworld users fast. It surpassed the num-
ber of users with friend relationships, attesting that it is the most
used feature.

However, the monthly statistics of guestbook users started to
abate in growth. Here we observe a hint of slow-down in Cyworld
growth. The slow-down tendency is also observed in the growth
rate of the number of guestbooks and messages per writer. Figure 3
shows the total number of guestbook comments and the number of
user pairs against the number of guestbooks users.

Figure 3: Growth in the numbers of guestbooks and messages
versus the number of users

The total number of guestbooks that users have written does not
increase very fast after the number of users exceeds 10 million.
No social network can sustain an explosive growth forever, and its
growth rate must slow down at some point. As Cyworld is lim-
ited to Korean-speaking populace of 70 million to 100 million6,
the slow-down in growth in around July 2004 or at about 8 mil-
lion is markedly interesting. We do not have data from other social
networking services, but take a mental note that at about 10% of
the target market size the growth slows down. Similar slow-down
in growth has been observed in bulletin board systems (BBS) of a
university as well [17]. In this network, BBS users are connected
through message posting like leaving comments in the guestbook.
The number of users in BBSs grow exponentially, but the growth
rate eventually drops below an exponential rate. The total number
of links and the total weight of BBS networks also grow exponen-
5The total number of friends and the number of users with friends
in this figure are a courtesy of SK Communications, Inc.
6Cyworld has opened service in China, Japan, Taiwan, and USA.
Each service runs independently and the user based is not shared.



tially at the beginning, and then their growth rates slow down sim-
ilarly [15]. The starting point of inevitable slow-down in growth is
of interest to online social networking service (OSNS) providers, as
it marks a transition from a fast-growing phase to a steady growth.
Our observation is just one exemplary data point, and we leave the
correlation between the point of transition and the expected popu-
lation of the service for future work.

2.2 Self-Posting in Guestbook
When a friend writes a message on a guestbook, the owner of

the guestbook often replies in one’s own guestbook, instead of vis-
iting the friend’s guestbook and writing there. This activity is cap-
tured in our guestbook log as a 3-tuple that has the same writer
and owner. We call this tuple a self-post. Self-posts take up about
a third or 38.9% in all posts, and they are evenly distributed over
time. Also 81.8% of users who have written at least once have writ-
ten a self-post. For half of the users, a third of messages they wrote
are self-posts. Self-posts make up a non-negligible portion and we
should determine how to interpret self-posts before analyzing user
activities of guestbook logs.

A self-post serves either of the two purposes: a message for
viewing by all others (a notice) or a reply specifically for a pre-
ceding message. We cannot distinguish a notice from a reply in the
guestbook log, as they both appear as 3-tuples with the same writer
and owner. As Cyworld offers two other features, the bulletin board
and the public diary, that both serve a similar purpose for notices
and announcements, we assume most self-posts are replies for this
work.

Figure 4: Self-posts vs messages received

In Figure 4 we plot the number of self-posts against the number
of messages received per user. There is a strong positive correla-
tion between the two numbers; the Pearson correlation coefficient
between the two numbers is 0.8201. Most points lie below the
line, y = x, and about 95.1% of users’ self-posts are smaller than
their received messages. We see a small number of points above
y = x in the left bottom corner. Our guestbook logs only include
comments between registered users of Cyworld and do not contain
comments by non-Cyworld users. Non-Cyworld users can browse
minihompies and write on guestbooks, as long as owners of the
guestbooks allow it. Non-Cyworld users do not have a user id, and
their activity is not logged in our data. This explains those points
above y = x in the left bottom corner.

From above, we conclude that the self-posts represent recipro-
cal activity, but face a dilemma because we cannot disambiguate

the actual recipient. For example, a minihomy owner has received
messages from users i and j, and writes one self-post a few days
later. Is the self-post meant for user i, user j, or both? We cannot
tell from the data we have. However, self-posts are an important
aspect of user activity, and we cannot drop them completely in our
analysis. In the rest of the paper, we make it explicit whether we
include self-posts in the analysis or not.

2.3 Activity Network
Graph representation of a social network is an apt abstraction of

their connected nature and allows us to tap into the rich repository
of graph and complex network theories. In this section we describe
how we represent the user interaction on the guestbook as a graph
and define metrics of interaction.

In a network of nodes and edges without directions, a node de-
gree refers to the total number of edges. For the guestbook activity,
we construct a network with weighted and directed edges. We map
a user to a node and a message to a directed edge from a writer to
a reader (we refer to a user and a node interchangeably). An edge
from node i to node j denotes that user i has written a message on
user j’s guestbook. The weight, wij , of a directed edge from i to j
is the number of messages user i has written to user j. A node in a
directed network has two degrees: an in-degree and an out-degree.
We often refer to an out-degree in a directed network as the degree,
and specify in-degrees when necessary.

In a weighted network, a node strength represents the sum of all
weights of outgoing edges. The strength of node i with out-degree
k is defined as: si = Σk

j=1wij .
We call a weighted and directed network constructed from the

guestbook log the activity network. Note that the nodes of the activ-
ity network is not a proper subset of that of the friends network, for
users without friend relationships can still write onto one’s guest-
book.

Self-posts map to a reflexive edge pointing back at the originat-
ing node itself, and the weight is the number of self-posts. It is
reasonable to include self-posts in the strength, as self-posts are
meant for other users.

Figure 5: CCDF of strength and degrees of the activity network

In Figure 5 we plot four complementary cumulative distribution
functions (CCDFs) of the strengths and out-degrees of the activity
network; two of them are daily averages of the strength and the
out-degree.

As our guestbook data is from the period of explosive growth,
a large number of users have joined and the time of membership



initiation should be taken into consideration. Not all users write on
a guestbook as soon as they join Cyworld and a gap exists between
the times of a membership initiation and the first guestbook activity.
Hence, daily averages of node strength and degree are calculated by
taking the cumulative node strength and degree by October 2005
and dividing them by the number of days since the first time a user
has written a message during our dataset period.

The plots in Figure 5 all have conspicuous straight drops near the
end. As the weight represents the total number of comments on a
guestbook, those drops mark the physical limit of a Cyworld users’
activity. The strength and daily average strength drop at around
980,000 and 4,000, respectively. If a user took 10 seconds for each
comment, then the daily average strength of 4, 000 means that the
user spent more than 10 hours a day! This is a remarkable feat
unless we suspect them of using an automated script. We see a
need to investigate those users who seem to have hit the physical
limit in more detail.

All Cyworld users have to register with one’s national identifica-
tion number (like the social security number in the US). Foreigners
have a similar provision but with a different identification. At this
point we have no basis to consider rampant illicit use of identity.
However, occasional appearances of spammers are possible, and
they must have used an automated script. Even though automated
scripts are banned in Cyworld, a limited number of users have taken
the liberty to use them. The site has kept up with catching those
abusers, but the list is never complete. Guestbook comments en-
tered by automated scripts are most likely to be close in time, and
the number of daily comments to surpass a reasonable number ex-
pected from manual input. However, we are aware of legitimate
users whose use of automated scripts is condoned by the site.

The goal of this work is to conduct a macroscopic comparison of
friend relationships and underlying social interaction. As we have
seen in [2], cyber-only relationships are common and they often
lead the growth of the service site. Thus we include all comments,
suspected of automated scripts or not, in this study and leave the
separation of scripted comments for future work.

3. STRUCTURE OF ACTIVITY NETWORK
In this section, we compare the topological characteristics of the

friend relationship and activity networks to analyze the basic struc-
tural characteristics of the network, and to observe how the activity
network differs from the friend relationship network in structural
aspects. We analyze three fundamental metrics: degree distribu-
tion, the clustering coefficient distribution, the degree correlation.
We include the plots of the friend relationship network of Cyworld
as a reference (as of November 2005) [2].

3.1 Degree
First, we plot the degree distribution of the activity network and

the friend relationship network. The degree distribution of the friends
network has revealed that the Cyworld friends network has two dif-
ferent scaling regions in a power-law distribution. The second re-
gion in the power-law distribution attests to existence of users with
very high node degrees, higher than predicted by a power-law dis-
tribution. Ahn et al. have attributed this to cyber-only relationships.
It would be interesting to see if a similar pattern emerges in the ac-
tivity network.

If we take into account the direction of the edges in the network,
the degree of a person can be defined in several ways since there are
both incoming and outgoing edges. We plot three distinct types of
degree distributions: out-degree, in-degree, and bi-directional de-
gree. One’s out-degree is the number of guestbooks one has writ-
ten on, the in-degree is the number of users who have visited and

written on one’s guestbook, and the bi-directional degree represents
the number of people who have reciprocally interacted through the
guestbook. Note that each kind of degree represents a distinctive
perspective; one’s out-degree is one’s own activity, while the in-
degree is the collection of all other people’s activity on the person.
The bi-directional degree is the number of people who reciprocally
interact with the person and filters out one-sided interaction.

In Figure 6, the in-degree distribution and the out-degree dis-
tribution look similar. It is possible that it is just a coincidence,
i.e. the one’s own activity distribution (out-degree) coincides with
the popularity distribution (in-degree). However, there is a much
more persuasive explanation that this similarity is the manifesta-
tion of strong underlying reciprocity of the communication. The
bi-directional degree distribution also supports this explanation. It
still shows two scaling regions, the second of which stretches over
10, 000. There are apparently a fair number of people who interact
reciprocally with more than hundreds or thousands of people. This
finding supports that the activity is highly reciprocal. We will delve
into the reciprocity in the Section 4.1.

On the other hand, the in-degree and out-degree distributions
have small but notable differences. The out-degree distribution ex-
hibits sharp cut-off between 105 and 106, while the in-degree dis-
tribution shows a smooth tail. It is consistent with our previous
observation that the node strength has an upper bound due to phys-
ical limits, while the in-degree has none.

3.2 Clustering
In a network with only unweighted and undirected edges, the

clustering coefficient of a person, which represents how closely
one’s friends are connected, is defined by the ratio of the actual
number of connections over all possible connections between one’s
friends. The clustering coefficient of a network is defined by the
average of individual clustering coefficients. Barrat et al. has pro-
posed a slightly modified definition for a weighted network [7].
The definition of a weighted clustering coefficient for node i is:

cwi =
1

si(ki − 1)

X
j,h

(wij + wih)

2
aijaihajh (1)

where ki = Σjaij and aij = 1 if there exists an edge from node i
to node j; aij = 0, otherwise. In the case of the friends network,
(wij + wih)/2 = 1 and si = ki.

We calculate the clustering coefficient of the activity network
with only bi-directional edges. We compare the clustering coeffi-
cient for the following two cases: first, without the weight of edges
(that is, as if the network is unweighted), and second, with the bi-
directional edges.

The clustering coefficient distribution, C(k), is a mapping of the
mean clustering coefficient of all nodes with degree k to k. The
plots of C(k) is in Figure 7. The mean clustering coefficient of
all nodes, C, is 0.1665. We denote the mean weighted clustering
coefficients of all nodes and of nodes with degree k as Cw and
Cw(k), respectively. Figure 7 includes C(k) of the bi-directional
network and Cw(k) of the weighted bi-directional network. If
Cw(k) > C(k), then the edges with larger weights are more likely
connected. If Cw(k) < C(k), then network topology owes more
to the lightly weighted edges than to those with large weights [7].
In Figure 7(a) we see that Cw(k) < C(k) for the most part. The
bi-directional weighted activity network has Cw of 0.0965, which
is smaller than C = 0.1665. To translate this to our context with
the activity network, much of the user interaction (here, weights)
is carried over edges not belonging to triangularly clustered con-
nections (a.k.a. completely mutual triads). We revisit this issue of
microscopic clustering in Section 4.3.



(a) out-degree (b) in-degree (c) bi-directional (d) friend

Figure 6: Degree distributions

(a) bi- and weighted (b) friend

Figure 7: Clustering coefficients

(a) bi-and weighted (b) friend

Figure 8: Degree correlations

3.3 Degree correlation
The degree correlation shows the individual’s propensity to con-

nect to nodes with similar degrees. The term assortative mixing
stands for the situation that a person is likely to be connected to
other people with similar degrees, and the term disassortative mix-
ing stands for the opposite. It is known that most real-world net-
works exhibit the disassortative mixing, while the human social
networks exhibit the assortative mixing. The mixing pattern can be
quantified by the assortativity, which is defined as follows [31,32]:

r =
M−1 P

i jiki − [M−1 P
i

1
2
(ji + ki)]

2

M−1
P

i
1
2
(j2i + k2

i )− [M−1
P

i
1
2
(ji + ki)]2

, (2)

where M is the number of links and ji and ki are the degrees of
two nodes connected to edge i.

Besides the assortativity, a plot of degree correlation discloses
more details. The degree correlation is the ratio of the degree of a
user over the mean degree of one’s neighbors, and we denote it as
knn,i for node i. Normally, the quantity knn(k) is calculated by
averaging the degree correlations of all the nodes of degree k. The
degree correlation is shown in the Figure 8.

The Cyworld friends network exhibits the assortativity value of
−0.13, but a close inspection on the degree correlation has shown
complex behaviors [2]. We report similarly complex behaviors in
degree correlation from the activity network. The assortativity of
the activity network is 0.0089. The bi-directional activity network
still has a glut of points spread out beyond the degree of 500 or
above, but the clear assortative mixing pattern between k = 30 to
500 shows up. The slight disassortative mixing or a negative trend
of knn(k) for k < 30 is consistently observed in both Figures 8(a)
and (b). It is due to highly asymmetric connection between users
of very small degrees and those of very large degrees. Even when
only a small fraction of people with degree 1 is connected to a
user with degree 100, 000, they more or less act as outliers in the
calculation and have a big impact on the average, knn(1). One
plausible explanation for such an asymmetric relation is fans of a
celebrity.

It is also possible to modify the definition of the degree correla-

tion to take into account the edge weight [7]. The weighted degree
correlation of node i is:

kw
nn,i =

1

si

X
j=1

Naijwijkj (3)

The weighted degree correlation is plotted along the degree cor-
relation in Figure 8(a). It dips slightly under the plot of the bi-
directional activity network for k < 30, but lines up almost right
on top of it for k ≤ 30. We conclude that the the interaction pattern
(weight) are not affected much by the degree of friends.

3.4 K-core
The assortativity captures the "birds of a feather" phenomenon,

but says little about grouping amongst users. We use k-cores to see
how strongly connected people of similar degrees are. A k-core
is a subgraph in which all nodes have at least k neighbor nodes.
It identifies strongly connected components of similar degrees in a
network. Note that a k-core is different from a set of nodes whose
degree is k in that all the nodes in a k-core are connected.

A network partitions into multiple k-cores, if k ≥ 1. We plot
the number of nodes in all the k-cores of two networks: the bi-
directional activity network and the friends network in Figure 9.
As in the experiment by Leskovec et al. [27], we observe a sharp
decrease in the number of nodes at certain values of k. In each net-
work, the number of nodes included in k-cores decreases steadily
until k = 34 (bi-directional) and k = 38 (friend) and drops quickly
over an order of magnitude in just one step. The bi-directional ac-
tivity and friends networks exhibit a very similar behavior until the
transition points. However, after the transition, the number of nodes
in k-cores in the friends network decreases much slower than in the
bi-directional activity network. This result indicates that there are
excess edges that are not active but play an important role in hold-
ing the core people together. Grouping in a social network offers
much insight into the operational structure of the society. We leave
more detailed analysis of OSNS grouping for future work.

3.5 Summary



Figure 9: K-core

In this section we have analyzed the fundamental structural met-
rics of the activity network and compare them with the friends net-
work. Though the activity network is weighted and directed, its
structure is similar to the friend relationship network. We report
that the in-degree and out-degree distributions are close to each
other and the social interaction through the guestbook is highly
reciprocated. When we consider only those links in the activity
network that are reciprocated, the degree correlation distribution
exhibits much more pronounced assortativity than the friends net-
work. This sets the activity network apart from the friends network
and places it close to known social networks. The k-core analysis
gives yet another corroborating evidence that the friends network
deviates from the known social network and has an unusually large
number of highly connected cores.

4. ACTIVITY NETWORK AS A WEIGHTED
DIRECTED GRAPH

In Section 3 we have investigated the topological differences be-
tween the unequivocal friend relationship and social interaction be-
hind it. In this section we focus solely on the activity network and
anatomize the flow of interaction through reciprocity, disparity, and
motifs.

Reciprocal interaction is considered as one mechanism to help
the evolution of cooperation in society [5,20,33] and characterizes
the strength of ties [21]. Although gender, religion, age, or culture
differences induce a gap in the needs of reciprocal intimacy among
people [4], reciprocal interaction “pervades every relation of primi-
tive life” [39] and in all social systems [37]. In this section we look
into the reciprocity embedded in the activity network.

As previously stated, we do not include self-posts in our analy-
sis because of difficulties in disambiguating the true recipient of a
self-post. Due to the massive nature of the data and the even spread
of self-posts across all users, we expect self-posts would not alter
the outcome of the analysis much. We leave the self-post disam-
biguation for future work.

Depending on the type of expected reciprocity, reciprocal inter-
action can be classified into two models: the actor-reactor model
and the actor-receiver model [22]. In the actor-reactor model, the
actor and the reactor compare their relative ranks in reciprocal in-
teraction. That is, if user i considers user j to be most important,
user j should also consider user i with a rank of matching impor-
tance among other users. We could raise questions, such as “Who

are the top three friends that a user interacts with most?” and “Does
that ranking match that of the friend’s?” The significant drawback
of this model is that users are burdened with heavy cognition load,
keeping track of the reactor’s interaction with other users. Hemel-
rijk concludes this type of reciprocity is not representative of the
utility we experience and get out of daily social interaction [22].

Under the actor-receiver model, “Hey, I visited your guestbook
last week and left you a note. When will you get back to me?” is
more likely than “Why don’t I get your most attention?” A user
checks only what one gives and receives. If user i gives value k
to user j, then user i only checks the value returned from user j.
There lies an inherent assumption in the actor-receiver model that
the cost of interaction is comparable. If it is not, then the difference
should be factored into the evaluation of reciprocity. In Cyworld,
all users are presented with the same interface to a guestbook but
for the skin. In this work, we investigate the reciprocity under the
actor-receiver model and assume all posts to have an equal cost.

4.1 Reciprocity
As the first step towards looking at reciprocity, we compare the

numbers of messages a user received on one’s own guestbook and
written on others’ guestbooks. For clarity we refer to the former as
messages received and the latter as messages sent in the rest of the
paper. Figure 10(a) plots the number of messages received versus
the number of messages sent per user. We have found a scatter plot
of the data not easy to read, and used 100 by 100 grids instead.
The color of each grid represents the number of data points in the
grid region. Data points of value greater than 50 are colored the
same as 50. Out of 17.8 million guestbook users, about 10 million
or 58% of them are located in the grid bounded by (0,0) and (100,
100). That single data point is two orders of magnitude larger than
any other point and makes it hard to plot the rest of the data points
and elicit a pattern. We zoom into that single grid and plot it in
Figure 10(b). The grid size is 1 by 1 and all points greater than
500 are colored the same as 500. Though in different scales, Fig-
ures 10(a) and (b) display similar patterns. Most users are centered
along y = x. Figure 10(c) plots the median number of messages re-
ceived versus the number of messages sent per user in log scale and
confirms the trend. From the figures, we see three types of people:
type (I) with comparable numbers of messages sent and received,
type (II) with far more messages sent than received, and type (III)
with more messages received than sent. The first and largest type of
people appears along the y = x line. People of type (I) are clearly
rewarded for the messages sent with reciprocated messages. The
other two types present opposite characteristics of two user groups.
Type (II) writes far more messages than receives. We conjecture
a good part of these users are likely to be spammers or very pas-
sionate fanboys. The total number of data points in the grids along
the x-axis is 374, 443. The grid at the origin is not included. Type
(III) represents those who write only a few replies, but they receive
many messages. The total number of data points in the grids along
the y-axis is 667, 652, not counting the grid at the origin. They are
likely to be very popular people, such as celebrities, but we could
not verify due to user anonymization and lack of supplementary
data on user profiles.

Now in order to investigate pair-wise reciprocity, we plot the
number of messages exchanged between a pair of users. Figure 11(a)
plots the number of messages received versus the number of mes-
sages sent between all pairs of users. The figure is symmetric
along the line y = x, as we plot both data points, (wij , wji) and
(wji, wij) per pair. The graph shows a somewhat predictable trend
of symmetric reciprocity between pairs of users. We confirm this
symmetric reciprocity by plotting the median number of received



(a) 100 x 100 grid plot of messages re-
ceived vs messages sent (b) Zoom into (0, 0) and (100, 100) of (a)

(c) Median number of messages re-
ceived vs. messages sent

Figure 10: Comparison of messages received and sent per user

(a) no. of received messages
vs. no. of written messages be-
tween a pair of users

(b) median no. of received
messages vs. no.of written
message in log scale

Figure 11: Comparison of message received vs written between
a pair of users

messages versus the number of written message in Figure 11(b).
Note that the x-axis in Figure 11(b) is log scale, while that of Fig-
ure 11(a) is in linear scale and covers only up to 10, 000. Beyond
x = 10, 000, a very small number of points exist in Figure 11; al-
most one data point for each value of x, if any. Figure 11(b) fits well
onto the line, y = x, up to about x = 1, 000. Beyond x = 1, 000,
it is hard to interpret the data points, as there are a limited number
of data points.

In the Cyworld activity network, the ratio of the number of mes-
sages received against that of messages sent pair-wise is fixed to
1. In his pioneering work of operational definition for reciprocity,
Hemelrijk has distinguishes three types of reciprocity: ‘relative’,
‘absolute’, and ‘qualitative’ [22]. According to his classification,
the reciprocity in the activity network is close to ‘absolute’; Hemel-
rijk projects that ‘absolute’ reciprocity is expected when there are
no differences in individuals’ capacities. His interpretation still
holds in our problem setting as the development of technology
gives a nearly equal power to all users in electronic communica-
tion. Cyworld facilitates users to surf to friends’ homepages by
simply clicking a button, and has almost no barrier for any users.

To quantify the reciprocity in the activity network, we use link
reciprocity defined in [43]. When user i wrote p messages to user
j and user j wrote q messages to user i, we measure the correla-
tion between p and q, which map to wij and wji in our case. We
use Garlaschelli and Loffredo’s method to calculate the reciprocity
coefficient ρ of the entire network based on link reciprocity [16].

ρ =

P
i 6=j(aij − a)(aji − a)P

i 6=j(aij − a)2
(4)

where a =
P

i 6=j aij/N(N − 1) and N is the number of nodes.

The reciprocity coefficient tells whether the number of mutual links
in the network is more or less than that of a random network. If the
value ρ is bigger than 0, the network is reciprocal; otherwise, anti-
reciprocal. The value ρ for the our activity network turns out to
be 0.7775. The reciprocity coefficient in (4) does not take weights
into consideration. We substitute aij in (4) with wij and recal-
culate the reciprocity coefficient to obtain 0.7650. Compared to
0.5165 of the World Wide Web network [16], 0.231 of Email Net-
works [16], 0.28 of Slashdot [19], 0.58 of Twitter [24], and 0.32
of wikipedia [45], the quantitative link reciprocity of the Cyworld
activity network is second only to World Trade Web with excep-
tionally high 0.952 [16]. Our analysis on reciprocity demonstrates
that Cyworld users interact in a strongly reciprocal way through the
guestbook, and it is common characteristics of social systems.

4.2 Disparity
The median numbers of messages received and sent represents

how active a user is, but do not tell if the user interacts evenly with
all friends or not. The intuition is that a user is more likely to
interact evenly if the number of friends is small. Disparity of a
node is a metric that shows the spread of activity of a user over all
the friends [3, 11]. Y (k, i), as defined below, is a sum of squares
of the number of messages sent over the total number of messages
received for node i with out-degree k and in-degree kin.

Y (k, i) =

kX
j=1

(
wijPkin
l=1 wli

)2

(5)

Y (k) represents Y (k, i) averaged over all nodes with the same
node degree k. When the weights of out-degree edges of a node
is comparable to those of in-degree edges, then kY (k) ∼ 1. If
the majority of the activity is carried by a single in-degree or out-
degree edge, then kY (k) ∼ k. We plot kY (k) against k in Fig-
ure 12. From the figure, we observe two distinct regions of different
disparities. Between degrees of 1 to about 500, kY (k) does follow
k, mapping to kY (k) ∼ k, but deviates beyond k > 500. Actually,
once k reaches 1000, kY (k) falls to 1, thus showing kY (k) ∼ 1.
This observation is actually counterintuitive. The distribution of
disparity in Figure 12 tells us that users with a smaller number of
correspondents tend to interact more with a subset of correspon-
dents, while users with a very large number or more than 1000 cor-
respondents actually spread their activity evenly across all of the
correspondents.

4.3 Network Motifs
In Sections 4.1 and 4.2 we have conducted a macroscopic anal-



Figure 12: Disparity

ysis of the activity network and seen that interaction is highly re-
ciprocal, but not evenly spread amongst friends. In this section we
delve deeper to the interaction patterns among users and their evo-
lution.

The basis of group interaction begins with three people. There
are 13 possible patterns of directional interaction among three peo-
ple, and they are called network motifs. Milo et al. have proposed
a network-motif-based categorization of networks [29]. The main
idea is to calculate the proportions of 13 network motifs in the net-
work of interest, and compare them against random graphs. We
can group networks of similar nature based on the prevalence or
scarcity of a certain subset of motifs relative to the random graphs.

The Z-score of a motif represents its proportion in a network. It
is calculated as follows:

Zi =
Nreal,i −m(Nrandom,i)

σrandom,i
, (6)

where Nreal,i is the number of motif i in the network of our inter-
est, and m(Nrandom,i) and σrandom,i are the mean and the stan-
dard deviation of motif i in random graphs, respectively. The Z-
score as in (6) is not normalized and grows with the network size.
We normalize Z scores by

Zi/(
X

Zi
2)0.5 (7)

as in [28] and remove the bias. The motif definitions and Z-scores
we use here do not take the edge weight into consideration. Thus
motifs in this section capture the interaction patterns, not the fre-
quency or intensity of the interaction.

We conduct our motif analysis using FANMOD, a network motif
detection tool developed by Wernicke and Rasche citewernicke06.
In contrast to previous work that focuses on static snapshots of net-
works [1, 28, 29, 36] and infer evolutionary paths, we take snap-
shots from different periods and compare the evolution in motif
composition. Instead of building a single activity network from the
two-year-long guestbook logs, we build the activity network by the
month. More specifically, we choose five representative months,
July 2003, January, April, June 2004, and January 2005, and count
the motifs in them. FANMOD takes as input the in-degree and out-
degree distributions of the target network and the number of ran-
dom networks. We use 100 random networks for the first 4 activ-
ity networks, but only 20 random networks for the last and largest
activity network from Januanry 2005. Motif analysis is computa-
tionally costly and the computation of motifs from June 2004 took

more than two weeks on our 64-bit 3.4 GHz dual-core Intel Xeon
dual-processor server with 8 GB main memory. We had to curb the
number of random networks for the January 2005 network.

Figure 13: Normalized Z-scores of five activity networks

Figure 13 shows the result of motif analysis. We observe that
transitive motifs (motifs 9, 10, 12, and 13 in Figure 13) are abun-
dant, while intransitive motifs (motifs 4, 5, 6 in Figure 13) are
rarely constructed in Cyworld. These findings comply with results
from small-scale social networks in [28]. The normalized Z-scores
for motifs 1 and 2 in Figure 13 deviate from what we expect in so-
cial networks. Both motifs are intransitive relations: motif 1 is a
broadcasting type. A user writes to others, but they do not know
each other nor respond back to the writer. Motif 2 presents the op-
posite relations. Two users do not know each other, but write to the
same user; the recipient does not respond.

People instantly think of spammers for motif 1 and celebrities for
motif 2. As we have not excluded comments suspected to be from
automated scripts in the construction of our activity network, the
prevalence of motif 1 is easily understood. Celebrities physically
cannot communicate with a large number of their fans, and there is
no need for their fans to know each other. Thus much contribution
to motif 2.

Another point to note about the motif distribution in the activity
network is self-posts. We remind you that self-posts take up 38.9%
of all posts. If disambiguated, self-posts add a directed edge to
a motif, if the edge is not already present. In general, self-posts
will decrease the proportion of intransitive motifs, and raise the Z-
scores of transitive motifs, once disambiguated.

The monthly window for the activity incurs boundary effects for
interaction at the beginning and the end of the month. Most users’
posts are spaced at one day or shorter apart as we see in Figure 15
of Section 5.2 and we conclude the boundary effects are negligible.

In summary the network motif analysis of the activity network
demonstrates that the online interaction through the Cyworld guest-
book feature follows other social networks [29] closely, but mas-
sive one-way communication suspected to be from spammers and
celebrities distort the Z-scores for motifs 1 and 2. In spite of the
explosive growth during the period, the Z-score distributions of
the network motifs have consistently shown the most proximity to
those from previously analyzed social networks.

5. OTHER ACTIVITY-RELATED ASPECTS
Here we investigate two other activity-related aspects, namely,

capacity cap and time intervals. We examine whether the number



of messages a user writes increases with the number of friends the
user has online. The number cannot increase indefinitely and is
bound to fall off at some point. The fall-off point speaks for the
innate upper bound on human capacity of guestbook-like online
social interaction. The next topic we look at is the time intervals
between messages sent. The online social network services are a
rather new phenomenon and not much is known about human be-
haviors on those services. The time interval analysis should provide
a macroscopic understanding on the frequency of service usage.

5.1 Capacity Cap
We first ask the following question: “Are people socially more

active, if they have many friends?” We would like to know if one’s
number of friends plays an encouraging role, as the more friends
have joined the same online social networking service, the more
peer pressure one might receive.

Figure 14: Median node strength vs number of friends

In Figure 14 we plot the median node strength against the num-
ber of friends per user. We see that the number of friends does in-
fluence the node strength up to users with about 200 friends. That
is, people with up to 200 friends respond to peer pressure to stay
active online. Then the node strength starts to decrease, even when
the number of friends keeps increasing. The Pearson correlation
coefficient of the overall graph in Figure 14 is 0.2071. We split the
users into two separate groups, those with 200 or fewer friends and
with more than 200, and compute the correlation coefficients. For
the first group, the Pearson correlation coefficient is 0.6235, that
is, strongly positive; for the other group, only 0.00913. Intuitively,
the more friends one has, the more active one should be socially.
However, beyond 200 or so friends, one must reach a limit in one’s
socializing capacity. We have plotted the number of messages with-
out self-posts against the node degree, and have observed the same
cut-off at 200. In order to reflect the sparsity of data points beyond
the degree of 200, we have used different bin sizes for x > 200.
Still, we see a clear cut-off at x = 200.

This striking behavior is in agreement with the previous work
that reports a fall-out from a single scaling behavior in the node de-
gree distribution [2]. We have conjectured the emergence of online-
only relationships for the multi-scaling behavior in the degree dis-
tribution and referred to Dunbar’s number of 150 for a plausible
explanation [13]. Dunbar bases his work on the analysis of the role
of languages and the corresponding development in human brain
in the evolutionary path. Dunbar’s law extrapolates a limit on the
number of manageable relationships by the species based on its

neocortex size and “the limit imposed by neocortical processing
capacity is simply on the number of individuals with whom a sta-
ble inter-personal relationship can be maintained." [12].

As a recent news article points out [8], the technology-assisted
social network size is fundamentally intriguing as it challenges our
innate capacity for social grooming. Figure 14 tells one of the first
evidences that people respond to comments and manage a social
network size up to 200 online. Whether they manage off-line con-
tact with these 200 friends or not is beyond the scope of this work.
The young generation are more at ease and faster in adopting new
technologies. Correlation between the group size and the age might
reveal the generational gap quantitatively. Also the microscopic
analysis of intra- and inter-group dynamics would provide baseline
facts about online socializing behaviors. We leave these questions
for future work.

5.2 Time Interval
Daily visitors to the site probably write and visit more guest-

books than infrequent visitors. The time interval between visits
tells much about the inherent underlying cognitive behavior as well
as patterns of induced traffic for network engineering purposes. In
this section we analyze the time intervals between consecutive mes-
sages written by one user.

The call arrival process in the telephone network has long been
known to follow the Poisson distribution. With the advent of the
Internet and new killer applications, the arrival process of new traf-
fic type requires close examination for any change in the underly-
ing stochastic nature. Arrival patterns of HTTP requests at a web
server are critical to monitoring and management of the system
performance and quality-of-service. Crovella and Bestavros have
published one of the first work on world-wide web traffic [9]. They
have shown that the distribution of HTTP request arrivals and trans-
mission times follow heavy-tail. Much work on traffic modeling
followed, mostly from traffic log mining.

Figure 15 shows time intervals between two consecutive guest-
book messages by users. In contrast to earlier sections, we include
self-posts, because they are relevant user activity and we need not
identify the recipients. We can divide the time interval distribu-
tion into three regions: x < 36 min, 36 min < x < 1 day, and
x > 1 day. All the three regions follow power-law, while the third
region has an undulating pattern with daily peaks.

Figure 15: Time intervals between guestbook comments

The first region (x < 36 min) maps to comments written at a
very short time interval of 36 minutes or shorter. The first data



point on the y-axis is from when x = 1 min. Writing a com-
ment within a minute or less after the previous comment is some-
what not humanly, although writing quick, short messages, such as
“Okay!” or “Hey!”, is not unheard of. Golder et al. have used
5 seconds as the threshold of inter-message time for automatically
generated messages and manual ones [18]. They report 43% of
the collected Facebook messages to be spam. The time granular-
ity in our guestbook logs is in minutes, and we cannot verify their
choice of the threshold. However, we can extrapolate from Fig-
ure 15 that the amount of spam classified with their threshold value
is likely to be far smaller. In the Microsoft Messenger network
analysis, Leskovec and Horvitz have presented the power-law ex-
ponent of 1.5 of time interval distributions between consecutive
conversations started by one user [27]. Barabasi points out that
human beings receive tasks and execute them in two separate pro-
cesses, and has built a model for the task execution intervals for
variable-length tasks with the power-law exponent of 1.5 [6].

The power-law exponent from our data is slightly larger than
from the other two. Though the Cyworld guestbook has no up-
per limit on the number of characters per entry, most entries are
terse enough to be viewed without scrolling down. We believe
the finite nature of the guestbook entries contribute to the slightly
larger power-law exponent. However, we do not have data about
the length of messages, and cannot confirm our proposition.

The power-law exponent for the second region (36 minutes <
x < 1 day) comes out to be 0.910. If the first region maps to
intra-session intervals, this region is representative of inter-session
intervals in a day. In [6] Barabasi begins with a simple model for
human task execution and verifies his model with email data. The
time intervals between consecutive emails have the power-law dis-
tribution with an exponent of α = 1. As we expect people to write
more emails a day than logging in multiple times to Cyworld a day,
the gap between Barabasi’s exponent of 1 and ours of 0.910 from
(36 minutes < x < 1 day) is acceptable.

The time intervals beyond a day maps to login intervals. The
undulating pattern with daily peaks is the same as in literature [18,
27]. Temporal synchronization across days is possibly due to users
logging in during regular breaks from school and work and in the
evening hours.

In summary, the distribution of inter-message times has three dis-
tinctive regions: for the short time range, the inter-message time is
inhumanly short, explaining the presence of spam and their esti-
mated portion. Yet the distribution agrees with other known task
distributions (e.g. MSN messengers). For inter-message times
longer than 36 min and shorter than 1 day, the behavior closely
matches that of email transmissions, but at a lower rate. Beyond
1 day, we detect daily synchronization of activity, but otherwise a
fast decaying distribution.

6. RELATED WORK
Social network analysis has been mostly an area for sociologists

and anthropologists [43]. As electronically compiled social net-
work data has enabled researchers to gain access to large-scale
statistics of networks, it has opened up new possibilities to re-
searchers in other fields, such as physics and computer science.
Before the emergence of large-scale online social network servic-
ing portals, a variety of other online social networks have been an-
alyzed. Email networks are one of the most studied such networks
[14,25,41,42]. Valverde and Solé study the social network of open
source communities [41, 42]. The massive data of mobile commu-
nication has recently been analyzed [34, 35]. Using mobile phone
records of millions of people, they examine the communication pat-
tern of people. They argue that the stability of the communication

network largely depends on the weak ties in the network.
Holme et al. analyze an online dating community in detail [23].

In their work, the time evolution of activity shows the saturation of
degree and power-law activity pattern. Mislove et al. investigate
not only online SNS, but also other web services that have social
networking features [30]. Java et al. conducted a research on mi-
croblogs [24]. In their work, the in-degree and out-degree distribu-
tion of the network, and the activity pattern of users were analyzed.
Leskovec et al. analyzed the largest social network (instant mes-
saging network) ever published [27]. They analyzed various as-
pects such as the number of buddies, the duration of conversations,
the time interval between each conversation, geographic usage pat-
terns.

Adamic et al. conduct the motif analysis of Yahoo! Answers [1].
They report that the feed-forward loop [36] (motif 7 in Figure 13)
is abundant in ‘Programming’ topic. This abundance of the feed-
forward loop is argued as a unique characteristic of knowledge
communities because experts help those who have lower-level ex-
pertise. Also, Milo et al. shows that transitive interactions and
transitive triads are more abundant than intransitive ones [28].

The friendship in online is different from that in offline. Cum-
mings et al. compares the quality of means of social interactions [10].
They show that online relationships are not considered valuable
as much as offline ones. It is concurrent to our knowledge that
the online relationship seems to be more shallow and easy to be
formed [2].

7. CONCLUSIONS
In this work we have investigated the guestbook logs of Cyworld,

the biggest OSNS in Korea. We construct a weighted and directed
activity network based on the comments users wrote in other guest-
books. The Cyworld activity network witnessed explosive growth
in 2004, and our data spans from July 2003 to October 2005, cover-
ing the peak growth period. Two limitations of the present data set
come from self-posts and likely spams. The activity network con-
tains self-loops that map to self-posts. Self-posts are likely to be an-
swers to previous posts, but we could not disambiguate self-posts
according to the intended receiver. Although banned, automated
scripts have been in use in Cyworld and our guestbook logs contain
comments generated by such scripts. We suspect most automatic-
script-generated comments are spam, but have no means to validate
this.

We have analyzed the structural characteristics of the activity
network and compared them with the friends network. Although
the activity network is weighted and directed, its structure is simi-
lar to the friend relationship network. The in-degree and out-degree
distributions are close to each other and social interaction through
the guestbook is highly reciprocated. When we consider only those
links in the activity network that are reciprocated, the degree cor-
relation distribution exhibits much more pronounced assortativity
than the friends network and places it close to known social net-
works. The k-core analysis gives further corroborating evidence
that the friends network deviates from the known social network
and has an unusually large number of highly connected cores.

Thanks to its weighted and directed nature, the activity network
lends insight into the actual dynamics of interaction between users
of an OSNS. In our analysis, we have seen that a user is recipro-
cated for his or her activity in terms of the total number of mes-
sages, and unequivocal reciprocity holds between most pairs of
users. However, the analysis of disparity shows that users who have
roughly two hundred friends or less tend to communicate unevenly,
while those users with very large numbers of friends interact more
evenly. The network motif analysis of the activity network demon-



strates that online interaction through the Cyworld guestbook fea-
ture follows trends of other social networks [29] closely. However,
massive one-way communication suspected to be from spammers
and celebrities distorts the Z-scores for motifs 1 and 2. In spite of
explosive growth during the period of interest, the Z-score distri-
butions of the network motifs consistently show high proximity to
those from previously analyzed social networks.

We report an interesting observation that the activity measured
by the node strength increases linearly with the number of friends,
but starts to fall off beyond 200. This number is larger than what
we anticipated through Dunbar’s number, and requires further in-
vestigation. We have found that the distribution of inter-message
time intervals has three different regions, but for a comprehensive
understanding of this tri-modal behavior has yet to be reached. This
is yet another point for more work.

Online social networks are spreading very rapidly and affect many
corners of our daily web experience. The present work offers in-
sight into the macroscopic behavior of an online social network.
We plan to extend this work to include an analysis of group dy-
namics and microscopic analyses from the perspecitves of individ-
ual users. We hope this work offers insight into information flow in
cyber space.
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