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ABSTRACT

MEASUREMENT AND ANALYSIS OF

END-TO-END DELAY AND LOSS IN THE INTERNET

FEBRUARY 2000

SUE B. MOON

B.S., SEOUL NATIONAL UNIVERSITY, SEOUL, KOREA

M.S., SEOUL NATIONAL UNIVERSITY, SEOUL, KOREA

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor James F. Kurose and Professor Donald F. Towsley

Measurement and analysis of the network behavior are crucial to understanding the

Internet performance and designing appropriate control mechanisms for better perfor-

mance. End hosts and their applications, however, have a limited capability in accessing

and acquiring information about the network behavior. To them, end-to-end measurement

of the network behavior is usually the only available information. This thesis focuses on

two fundamental measures of network performance: end-to-end packet delay and loss.

First, we address the issue of accuracy in end-to-end delay. Raw delay measurements

in the Internet contain impairments due to unsynchronized clocks between two measuring

hosts. We propose a linear programming (LP) based algorithm to estimate and remove

clock skew in delay measurements. We compare the LP-based algorithm with three other
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algorithms, and show that the LP-based algorithm is robust, and performs well over actual

delay measurements and in simulation.

Next, we consider the problem of adaptively adjusting the playout delay at the receiver

of packet audio applications. We first present efficient algorithms that compute a bound

on the achievable performance of any playout delay adjustment algorithm, and a new

adaptive playout delay adjustment algorithm that tracks the network delay of recently

received packets and efficiently maintains delay percentile information.

We also look at the correlation between end-to-end delay and loss. We quantify the

correlation as sample mean delay conditioned on loss and loss conditioned on delay, and

analyze the measurements based on them. The results indicate that it is likely that the

packet delay would increase in the near future if a packet loss is detected.

Recent developments from the MINC (Multicast-based Inference of Network-internal

Characteristics) project have shown that we can attain asymptotically converging esti-

mates of link loss using Maximum Likelihood Estimators (MLE) from end-to-end multi-

cast measurements. We validate the effectiveness of the MLE algorithm by showing that

the inferred link loss estimates are close to the actual link loss inside the network. Also

we study the performance of MLE estimates given a limited number of packets and under

a wide range of loss rates and tree topologies.

We conclude this dissertation with a discussion for future research.
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CHAPTER 1

INTRODUCTION

1.1 Overview

In the past few years we have witnessed a significant growth in the Internet in terms of

the number of hosts, users, and applications. The success in coping with the fast growth

of the Internet rests on the IP (Internet Protocol) architecture’s robustness, flexibility, and

ability to scale. The underlying end-to-end paradigm of the IP architecture [49, 9] is that

the end hosts are responsible for the recovery of lost packets, reordering of out-of-order

packets, and flow and congestion control. This architectural principle is embodied in the

main transport protocol of the Internet, TCP (Transport Control Protocol) [25]. This has

proven to be crucial the success of the Internet.

Backed by availability of high bandwidth, in the order of Gb/s on the backbone,

of hundreds of Mb/s on local area networks (LANs), and of Mb/s on the last hop to

the users using Asymmetric Digital Subscriber Line (ADSL) and cable modems, new

applications, such as Internet telephony, audio and video streaming services, video-on-

demand, and distributed interactive games, have proliferated. These new applications

have diverse quality-of-service (QoS) requirements that are significantly different from

traditional best-effort service. For example, high-quality video applications, such as re-

mote medical diagnosis and video-on-demand applications, demand reliable and timely

delivery of high bandwidth data, and require QoS guarantees from the network.

On the other hand, a majority of multimedia applications including Internet telephony,

video conferencing, and web TV, do not need in-order, reliable delivery of packets, and

can tolerate a small fraction of packets that are either lost or highly delayed, while still
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maintaining reasonably good quality. These applications employ end-to-end control that

adapts to the changing dynamics of the network and can often deliver the acceptable

quality to users.

The rapid growth of the Internet and the proliferation of its new applications pose a

serious challenge in network performance management and monitoring. The sheer vol-

ume of network traffic imposes a burden on network administrators, and demands a visual

interface for easy grasp of the current status of the network. The ever-expanding topology

renders debugging even a single misbehaving router a very complex task. As more end

users are likely to be affected by changes on high-bandwidth backbones, it is all the more

important to to monitor network dynamics, and to detect any anomalies or breakdowns

inside the network as soon as they appear.

The Simple Network Management Protocol (SNMP) was developed to provide a co-

herent framework in network management of the Internet. Using SNMP, network man-

agement stations send a request to end hosts and routers for variables defined by Manage-

ment Information Base (MIB), and gather information about interfaces, routing tables,

and protocol states from the replies. HP’s OpenView, Desktalk Systems’ TRENDsnmp+,

and Castle Rock Computing’s SNMPc are all SNMP-based network monitoring tools.

There are other tools that are available to network administrators; these monitors in-

clude OC3MON and OC12MON developed by MCI. They collect traffic data from high-

volume trunks of OC3 and OC12 speed, (which correspond to 155.52Mb/s and 622Mb/s,

respectively), and provide flow-based analysis of the collected data. The detailed flow-

based analysis allows us to identify the type of traffic and the source and destination of

the traffic.

Cisco’s Internetworking Operating System (IOS) has a similar passive monitoring

feature called NetFlow. NetFlow allows the router to capture a number of traffic statistics,

including a packet’s source and destination IP addresses and port numbers, and protocol
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type. The collected data is then exported to another platform where the data can be used

in network analysis, planning, management, accounting, billing, and data mining.

Unlike network administrators and managers, most end users and their applications

do not have access to the inside of the network. The current Internet has no mechanism

for providing feedback on network congestion to the end-systems at the IP layer, and

neither does IPv6. For applications and their end hosts, end-to-end measurements may be

the only way of measuring network performance, especially when there is no provision

inside the network to give information about the current status of the network to users

without access to the routers. [11].

There are two modes of network performance measurement: active and passive. Ac-

tive measurement tools generate packets and inject them to the network for the purpose

of performance evaluation. All of the tools listed above are passive, since they do not

generate traffic, but merely monitor the traffic on high-capacity trunks and routers.

Users at the edges of the network can learn about the conditions inside the network

by actively generating packets at one end and observing the outcome at the other end of

the network. Most end-to-end measurement-based tools fall into this category of active

measurement.

Performance metrics that are of interest to end users are throughput, latencies, and

packet loss rates. Consider a user accessing a web page of an Internet Service Provider

(ISP). The user would want the web page to appear on one’s own web browser as soon as

possible. The user’s foremost concern would be the latency, but, if we look closely, we

see that packet losses would incur retransmission of packets, and thus increase the overall

latency of the web page delivery. For a bulk-data transfer, the overall throughput which

itself will be influenced by packet loss would be the most important consideration.

Packet delay and packet loss are two fundamental end-to-end network characteristics

that represent quality of service. The magnitude and variation of delay affect the interac-

tivity of applications; the loss rate and the distribution of losses affect the loss recovery
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mechanism, and long-term throughput of applications. Measuring end-to-end delay and

loss is the first step towards understanding the underlying delay and loss processes.

The magnitude of delay represents the time that a packet spends traversing the net-

work from a sender to a receiver. For delay measurements, a sender adds timestamps to

packets for a receiver to gather delay information [53]. If clocks at the sender and re-

ceiver are not synchronized, the delay calculated from the sender and receiver timestamps

is not accurate. Since the clocks at both end-systems are involved in measuring delay, the

synchronization of the two clocks becomes an issue in the accuracy of delay measure-

ment. The Network Time Protocol (NTP) [35] is widely used in the Internet for clock

synchronization. It provides an accuracy of the order of milliseconds under reasonable

circumstances over time scales of hours to days. It reduces systematic errors in delay

measurement, but does not eliminate them [47]. To obtain an accurate measurement of

one-way delay, errors and uncertainties related to clocks need to be accounted for. We

address the problems that arise in measuring delay later in this dissertation.

Packet loss is an indicator of network congestion. When a node inside the network re-

ceives more packets than it can serve (or buffer), it drops packets according to its queueing

policy. An end host learns of the congestion when it detects a packet loss. From the end

host’s point of view, knowledge of the underlying loss processes, its correlation to delay,

and the locations of lossy bottlenecks can help in devising control strategies to cope with,

and adapt to, the changing conditions inside the network. It is in this respect we focus our

work in this dissertation.

The correlation of delay and loss can be exploited by applications to predict future

delay or loss, and incorporated into their control mechanisms. The knowledge of net-

work dynamics inside the network can be used by a diverse set of applications: reliable

multicast applications that need to place an active server close to a sender, but beyond a

bottleneck point; network management tools that monitor and detect abnormal behaviors;

multicast applications that join and leave multicast groups based on the performance of
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the groups, and so on. Recent developments in MLE-based (Maximum Likelihood Esti-

mator) inference techniques [5, 6] have shown that one can attain unbiased and asymptot-

ically converging estimates of link losses within the network based only on measurements

made at the edge of the network. Such inference techniques, once implemented, will al-

low end hosts to obtain timely and accurate knowledge of network-internal characteristics,

and to enhance their control mechanisms accordingly.

In this dissertation, we address issues the concerning measurement and analysis of

end-to-end performance, more specifically, delay and loss, using active measurement.

1.2 Problem Statement

In this dissertation we raise the following specific questions concerning end-to-end

network performance.

� What are the clock synchronization problems that affect end-to-end delay measure-

ments, and how can we remove them from measurements?

� Given end-to-end Internet delay measurements, what control mechanism can

a continuous-media audio application employ to adapt well to the changing network

conditions and to minimize the average playout delay?

� What is the correlation between packet delay and loss observed at end hosts? What

is its implication to applications?

� How accurate is the inferred network-internal performance compared to actual mea-

surements?

� What are the implementation issues and trade-offs one should consider when de-

ploying the inference techniques?
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We have outlined above the problems we address in the rest of the dissertation. In the

next section, we briefly note the contributions of the dissertation. We and investigate the

problems in depth in Chapters 2 through 5.

1.3 Contributions of the Dissertation

The contributions of this dissertation are the following.

� We present a framework for understanding the systematic errors introduced in one-

way delay measurements by unsynchronized clocks, and develop a new linear--

programming-based algorithm to estimate the clock skew (the difference in two

clocks’ frequencies in Internet delay measurements). We show that the new algo-

rithm is robust in the sense that the error margin of the skew estimate is indepen-

dent of the magnitude of the skew. In actual delay measurements, our algorithm

performs accurately in the presence of different levels of network congestion. Fur-

thermore, through simulation we show that the new algorithm is unbiased, and that

the sample variance of its skew estimate is better (smaller) than existing algorithms.

� We investigate the problem of adaptive control mechanisms for continuous media

applications, based on the use of on-line measurements. More specifically, we focus

on the use of adaptive audio playout delay adjustment algorithms at end hosts to

improve end-to-end performance. We present efficient algorithms to compute upper

and lower bounds on the optimum (minimum) average playout delay for a given

number of packet losses. These bounds indicate the performance achievable by

any playout delay adjustment algorithm. We also present an algorithm that keeps a

window of past history of packet delays to estimate the playout delay, and adapts

quickly to sudden changes in delay. We show that this algorithm performs close to

optimal for the range of parameters of interest.
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� We examine the correlation between packet delay and loss in the Internet. Our goal

is to study the extent to which one performance measure can be used to predict

the future behavior of the other (e.g., whether observed increasing delay is a good

predictor of future loss) so that an adaptive continuous media application might take

anticipatory action based on observed performance. We present a quantitative study

of the correlation between packet delay and loss, and discuss their implications for

adaptive continuous media applications.

� We present MBone experiments that validate the effectiveness of an MLE-based in-

ference technique we call MINC (Multicast Inference of Network Characteristics).

MINC exploits the performance correlation experienced by multicast receivers to

infer the loss rate and other attributes of internal links in a multicast tree. We val-

idate MINC by comparing the inferred loss rate on internal MBone tunnels with

the measured loss rate using the mtrace tool. The results show that the inferred

values match measured values very closely.

� We study the performance of MINC when given a limited amount of information,

and present simulation results for its performance. We vary the number of receivers,

the range of loss rates, and the tree topology, and analyze the MINC performance

under these different configurations. These results are of use in the design of any

MINC-based applications.

1.4 Structure of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2 we look at the impact

of clock synchronization on end-to-end delay, and introduce a linear programming based

algorithm to estimate the clock skew in network delay measurements. In Chapter 3 we

consider the problem of adaptively adjusting the playout delay of an audio application,

present efficient algorithms for computing a bound on the achievable performance of any
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playout delay adjustment algorithm, and describe a new adaptive delay adjustment algo-

rithm that tracks the network delay of recently received packets and efficiently maintains

delay percentile information. In Chapter 4 we quantify the correlation between delay

and loss as sample mean delay conditioned on loss and loss conditioned on delay, and

analyze it. In Chapter 5 we present an experimental study that validates the MLE-based

inference analysis on the MBone, and extend the work to the study of the performance of

MLE-based inference analysis given a limited number of probe packets.

Finally, in Chapter 6 we give a summary of the dissertation, and present extensions

and ideas for future work.
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CHAPTER 2

ESTIMATION AND REMOVAL OF CLOCK SKEW

2.1 Introduction and Motivation

End-to-end delay traces are frequently used in analyzing network performance. The

accuracy of such measurements depends on whether the clocks involved in measurement

are synchronized. To obtain an accurate measurement of one-way delay, errors and un-

certainties related to clocks must be accounted for. When one of the clocks involved

in the measurement resets its time, the measured delay using the timestamps from two

clocks may be affected, depending on the comparative magnitudes of delay and the time

adjustment. Let us first examine a sample of the measured one-way delay between two

hosts. This sample illustrated in Figure 2.1 is taken from a trace described in Section

2.6.4 (Trace 2.1 in Table 2.2).

We know that the system where the sender resided adjusted its time every six hours

scheduled as a cron task, and believe the large jump of 15 seconds in Figure 2.1 is due

to such an adjustment.

Depending on the order of time adjustment, it is not always so easy to detect this

change. Let us assume a time adjustment of 10ms, and consider a stream of packets from

a sender and a receiver that do not take the same path. Due to a routing change in the

middle of the stream, the first half of the packets use a faster path than that taken by the

second half of packets. The end-to-end delays of the second half of the packets would be

consistently larger than those of the first half. We should expect a similar scatter-plot of

this case to Figure 2.1, except that the time adjustment would be less apparent. It would

be hard to differentiate a true time adjustment from a routing behavior.
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Figure 2.1. Scatter-plot of delay from Trace 2.1 with a time adjustment

When two clocks involved in the measurement run at different frequencies (that is,

have a clock skew), inaccuracies are introduced in the measurement.

Figure 2.2 shows part of a trace that plots end-to-end delay as a function of packet

send time taken after the time adjustment Trace 2.1 in Table 2.2 in Figure 2.1. The �-axis

is the sender timestamp, and the �-axis is the delay calculated by subtracting the sender

timestamp from the receiver timestamp. The measured delays lie in the range of 31.15

to 31.5 seconds. The measured delays are not the actual end-to-end delays, but include

the clock offset between the two clocks plus the end-to-end delay. Clock offset is the

difference in times of two clocks, and skew is the difference in clock speeds. We defer

the formal definitions of offset and skew to Section 2.2.

The end-to-end delay consists of transmission and propagation delays plus variable

queueing delay. When all of the packets go over the same route to the receiver, they incur

the same propagation delay, and, if they are of the same size, the transmission delay also

is the same. Even if the packets go over the same route, and are of the same size, the
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Figure 2.2. Scatter-plot of delay from Trace 2.1

packets experience different levels of congestion inside the network. This is what causes

the variability in the end-to-end delay.

In Figure 2.2 the delay shows an increasing trend of approximately 100 milliseconds

over the duration of 70 minutes at the receiver. This offset is significant enough to distort

performance metrics such as the average and autocorrelation of end-to-end delay. While

one might imagine that the ever increasing minimum delay is due to increasing congestion

and queueing delay, this is unlikely as the minimum observed delay increases over time.

Instead, the linear increase in delay attests to a constant speed difference between two

clocks.

Previous work by Paxson [46, 47] addresses problems in delay measurements due to

clock adjustments and rate mismatches. It uses forward and reverse path measurements of

delay between a pair of hosts to deal with clock synchronization problems, such as relative

offset and skew. Many applications, however, see only one-way delay (e.g., Internet

telephony, video-on-demand applications, RealPlayer, web TV), and still have to deal

with the clock synchronization problems in packet delay. One-way measurements alone
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are not enough to infer the clock offset, and we cannot distinguish the clock offset from

the fixed portion of end-to-end delay. For example, in Figure 2.2, it is difficult to tell

how much of the 31.15 seconds is due to the time difference between clocks and the fixed

transmission and propagation delay, without the availability of more information. Due to

this lack of information in one-way delay measurements, we focus on the variable portion

of one-way delay measurements.

The variable queueing delay serves a very important role in network and application

design. Continuous-media applications such as audio and video need to absorb the delay

jitter perceived at the receiver for smooth playout of the original stream [48, 39, 12]. De-

termining the correct amount of buffering, and reconstructing the original timing is crucial

to the performance of continuous-media applications. The variable queueing delay is also

useful in monitoring network performance at the edges of the network; the transmission

and propagation delays are fixed per route, and do not convey any information about the

dynamic changes inside the network when packets follow a fixed route.

In this chapter we focus on filtering out the effects of clock skew specifically in one-

way delay measurements.

The rest of the chapter is organized as follows. In Section 2.2 we define the terms

needed to describe clock behavior, and introduce the notation to be used in the remainder

of the chapter. In Section 2.3 we formalize the clock synchronization problem between

two hosts, and show how skew and offset affect the delay measurements. Then we list

several desirable properties expected of a skew estimation algorithm. We introduce our

skew estimation algorithm that is based on a linear programming technique in Section

2.4, and we survey three existing algorithms in Section 2.5. In Section 2.6 we compare

the four algorithms presented in this chapter, and in Section 2.7 discuss how this work

can be extended to the cases where the skew is not constant. Section 2.8 concludes this

chapter.
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2.2 Background

2.2.1 Clock terminology

In this section we introduce the terminology we use to describe clock behavior. A

clock is a piecewise continuous function that is twice differentiable except on a finite set

of points:

� � � �� �

where � ���� � �������� and � ����� � ���������� exist everywhere except for � � 	 �
� where �	 � is finite.

A “true” clock reports “true” time at any moment, and runs at a constant rate of one.

Let �� denote the “true” clock; it is the identity function given below,

�� ��� � � and 	� � 	

In this chapter, we use the following nomenclature from [34, 35] to describe clock

characteristics. Let �� and �� be two clocks:

� offset: the difference between the time reported by a clock and the “true” time; the

offset of �� is ������� ��. The offset of the clock �� relative to �� at time � 
 � is

������ �����.

� frequency: the rate at which the clock progresses. The frequency of �� at time � is

� �
����.

� skew: the difference in the frequencies of a clock and the “true” clock. The skew

of �� relative to �� at time � is �� �
����� � �

�����.

� drift: The drift of clock �� is � ��
� ���. The drift of �� relative to �� at time � 
 � is

�� ��
� ���� � ��

� ����.
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Two clocks are said to be synchronized at a particular moment in time if both the

relative offset and skew are zero. When it is clear that we refer to clocks of a sender and

a receiver that are not the “true” clock in our discussion, we simply refer to relative offset

and relative skew as offset and skew, respectively.

It is sometimes convenient to compare the ratio of frequencies between two clocks

instead of the skew. This is captured by the following definition.

� clock ratio: the ratio of frequencies between a clock and the “true” clock; the ratio

of �� is � ��
�. The ratio of �� relative to �� at time � is � �
������

�
����.

Let �� and �� have constant frequencies, and � and Æ be the clock ratio and skew of ��

relative to ��, respectively, i.e., � � � �
���

�
� and Æ � � �

� � � �
�. The relation between the

clock ratio and the skew is:

Æ � � �
� � � �

� � �� �
� � � �

� � ��� ��� �
� (2.1)

From now on, we assume that the sender and receiver clocks have constant frequencies,

so that their skew and clock ratio are constant over time; we use the skew and clock ratio

interchangeably, and use (2.1) whenever necessary to convert one from the other.

2.2.2 Time duration consistent with a clock

In the previous section, we defined a clock and introduced terminology relevant to its

behavior. In this section we look at how a time duration is measured according to a clock.

Let ����� ��� ��� denote the time that has passed according to �� between �� and �� of

the “true” clock. Since a clock is a piecewise continuous function, we define the time

duration as:

����� ��� ��� �
� ��

��

� �
���

�
� ��

��

� �
����

� ��

��

� �
���� � � ��

� ��

����

� �
����

� ��

��

� �
���
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where 	�
�

���� ��� � ���� ��� 
 
 
 � ��


and �� � �� � �� � � � � � �� � ��


If 	�
�

���� ��� � 	� then

����� ��� ��� �
� ��

��

� �
��� � ������� ������ (2.2)

When two clocks are not synchronized and, more specifically, have different frequencies,

time duration measured with one clock will be different from the other. We say that a

time duration measured with a clock is consistent with that by any other clock of the

same frequency and any offset. If two clocks have a non-zero skew, time measured on

one clock will not be consistent with that measured by any other clock.

We have modeled a clock as a piecewise continuous function in order to take into

account the restrictions of real clocks. The resolution of a clock on a computer system is

the smallest unit by which the clock’s time is updated, and is greater than zero. At best, a

clock in a computer is a step function with increments at every unit of its time resolution.

We consider the time reports by a real clock with a fixed minimum resolution as sam-

ples of a continuous function at specific moments, and thus circumvent the discretization

effect of the real clock. Another problem a real clock poses is the abrupt time adjust-

ment possible through a time resetting system call. Some systems that do not run NTP

[35] have a very coarse-grain (in the order of hours) synchronization mechanism in the

cron table. The time adjustment in such a case can be several orders of magnitude larger

than the usual increment of the clock resolution, and the time can even be set backward.

The piecewise nature of a clock function accommodates the abrupt time adjustment, and

computes the duration of elapsed time on a clock.

When a delay measurement involves more than one clock, the synchronization be-

tween those clocks has a tremendous impact on the accuracy of the measurement. Let
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us consider the case of measuring a packet delay between two hosts. The sender adds

a timestamp to a packet when it leaves the sender, and the receiver records the time the

packet arrives at the receiver. When the two host clocks are perfectly synchronized, the

difference between the two timestamps is the end-to-end network delay experienced by

that packet. If the clocks on the two hosts have a non-zero offset, but no skew, the differ-

ence between two timestamps includes not only the end-to-end delay, but also the offset.

Given only a one-way measurement, we cannot distinguish the offset from the measure-

ment, unless we are given the network delay, which is what we intended to measure in

the first place. If the clocks have a non-zero skew, not only is the end-to-end delay mea-

surement off by an amount equal to the offset, but it also gradually increases or decreases

over time depending on whether the sender clock runs slower or faster than the receiver

clock.

In the following sections we formalize the clock synchronization problem outlined

above, and show how to remove the clock skew in measurements.

2.3 Basics of a Skew Estimation Algorithm

In the previous section we defined a clock, and what is meant for a time duration to be

consistent with a clock. In this section we discuss the problem of estimating and removing

the effects of clock skew from delay measurements. We first derive how much the clock

skew contributes to the measured end-to-end delay if the skew is non-zero and constant.

This derivation provides a basis for the discussion of several desirable properties for skew

estimation algorithms.

2.3.1 Delay measured between two clocks

From Section 2.3.1, if the clock ratio between the sender and receiver clocks is greater

than or less than one, network delays will appear to become longer or shorter over the

course of a measurement period. The purpose of removing the effect of skew on the
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delay measurements is to transform the delay measurements so that they are consistent

either with the sender or receiver clock. In our work, we have chosen to make the delay

measurements consistent with the receiver clock. When the receiver has no means to

access the “true” clock, the only clock the receiver has access to is its own clock. It is,

thus, natural to measure one-way delays according to the receiver clock. For the simplicity

of derivation, we assume the receiver clock to be the true clock, i.e. � �
���� � � and � �

� �
����. However, this assumption does not lead to loss of generality; the same derivation

leads to the delay consistent with the receiver clock whether it is the “true” clock or not.

For different size packets, the clock skew may not be distinguishable from the delay

trend, if any. For example, if the packet size grows over time and the route from the sender

to the receiver is fixed, then the transmission delay gradually increases, and it is hard to

distinguish a skew from this delay trend. Thus we assume all the packets have the same

size.

Let us now introduce the terminology for clocks, timestamps, and delays used in

measurements.

� ��: sender clock.

� ��: receiver clock.

� � : number of packets that arrive at the receiver.

� ��: timestamp of the �-th packet leaving the sender according to��, � � �� 	� 
 
 
 � � .

� ��� : timestamp of the �-th packet leaving the sender according to��, � � �� 	� 
 
 
 � � ;

��� � ������.

� ��� : timestamp of the �-th packet arriving at the receiver according to ��,

� � �� 	� 
 
 
 � � .
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� ��: end-to-end delay measurement of the �-th packet, � � �� 	� 
 
 
 � � ;

�� � ��� � ��� (2.3)
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Figure 2.3. Timing chart showing constant delay

Figure 2.3 shows the timing between �� and �� when �� runs at half the speed of ��

and all of the packets experience the same network delay. The end-to-end delay of the

�-th packet consistent with �� is ��� � ��. ��, however, is not known at the receiver, and we

calculate �� using ��� and ��� . Consequently, in this case, the end-to-end delay is consistent

with neither �� nor ��. To make it consistent with ��, we need to determine the skew of

�� relative to ��, and remove it from the measurement ��.

2.3.2 Clock Skew in Delay Measurements

When there is a constant clock skew between two clocks, the clock offset between

them gradually increases or decreases over time, depending on the sign of the skew. The

amount of increase or decrease in the clock offset is proportional to the time duration

of observation. We use the change in offset to estimate the clock skew. Thus it is more

convenient to use timestamps relative to a specific point in time, such as the departure

or arrival time of the first packet, than to use absolute timestamps. Below we introduce

relative timestamps at the sender and the receiver.
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Figure 2.4. Timing chart showing variable delay

� 
��� : time duration between the first and �-th packets’ departure times from the sender

consistent with ��.


��� � �


��� � ����� ��� ��� � ��� � ���

� 
��� : time duration between the first and �-th packets’ arrival times at the receiver

consistent with ��.


��� � �


��� � ��� � ���

By (2.1) and (2.2),

����� ��� ��� � �� � ��

� ������ ��� ��� � �
��� (2.4)

Figure 2.4 illustrates the relationship between ����� ��� ��� and 
��� on a timing chart. The

quantities ��� and ��� shown in the figure are defined below.
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� ���: end-to-end delay consistent with ��.

��� � ����� �
�
�� ��� � ��� � ��

��� � ����� �
�
� � ��� � ��� � ��

� ��� � �� � �
��� � ���� � ���� � ���� � ���� �
���

� 
��� � ��� � �
��� (2.5)

The quantity ��� is not obtainable directly from measured timestamps, due to the skew

between the sender and receiver clocks. Instead, following is the quantity obtainable

from actual timestamps:

� 
��: delay calculated from 
��� and 
��� .


�� � 
��� � 
��� � 
��� �
��� � �
��� � ��� ��
��� � ���

� ��� � ��� ��
��� � ��� (2.6)

The goal of estimating and removing the clock skew is to obtain ��� from the actual delay

measurement 
��. From (2.3) and (2.6), we note that the difference between �� and 
�� is:

�� � 
�� � ��� � ���


Also note in (2.6) that 
�� differs from ��� by �� � ��
��� minus a constant ���. If � � �,

�� � ��
��� grows linearly with 
��� , and, thus, 
�� gets larger. This explains the increasing

trend observed in Figure 2.2. Finally, from (2.6) it is obvious that the measured network

delays can be made consistent with �� given � and ��� according to:

��� � 
�� � ��� ��
��� �
���
 (2.7)
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Let �� and �� be the estimates of � and ���. Then the delay after the skew removal, ���, is:

��� � 
�� � ���� ��
��� �
�� (2.8)

2.3.3 Desirable Properties for Skew Estimation Algorithms

Before we delve into the details of the skew estimation algorithm, we first state some

desirable properties that any such algorithm should exhibit. These properties are used

later as a basis for comparing different estimation algorithms.

We begin by introducing the notations for an estimation algorithm and estimates pa-

rametrized by the estimation algorithm. Let � be a skew estimation algorithm. We make

the same assumption as in Section 2.3.1 that the skew between the sender and the receiver

clocks is constant, and the receiver clock is the “true” clock. Given a set of end-to-

end delays, � � � ���
	���, which are predetermined and fixed, and also consistent with

the “true” clock, we know that delay measurements, 
�� � ���� � � �� 
 
 
 � � , if there is

no clock skew between the two hosts �� � �); 
�� differ from ��� if the clock skew is

not zero (� 
 �). In that sense 
�� depends on the clock skew, �, and ���, and is noted


�������� � � �� 
 
 
 � � .

We define �������� and �������� to be the estimates of � and ���, respectively, de-

livered by algorithm �, when given ���� � � � � � and �. Below is a list of desirable

properties that should be exhibited by algorithm�.

� Property 1: The time and space complexity of algorithm � should be linear in

� . The computational complexity of an algorithm in terms of time and space is an

important metric in assessing the performance and applicability of the algorithm.

� Property 2: Since the purpose of skew estimation is to remove the skew from

delay measurements, it is desirable that the delays be non-negative after the skew is

removed.

��� � 
�������� ���������� ��
��� �
�������� 
 �
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� Property 3: The skew estimation algorithm should be robust in the sense that it is

not affected by the magnitude of the actual skew. That is, the difference between

the estimate and the actual skew should be independent of the actual skew. Under

the same network condition, the skew estimate for different skews should exhibit

the same margin of error from the actual skew, no matter how small or large the

skew is. We state this property as follows:

��������� � � ��������� �� �� � �
 (2.9)

In the following section, we introduce a new algorithm based on linear programming

to estimate � in delay measurements, and use the skew estimate of the algorithm to re-

move the skew from one-way delay measurements to make them consistent with the re-

ceiver clock. In the next two sections, we focus on a simple case where the clock skew is

constant, and defer the discussion of a time-varying skew case to Section 2.7.

2.4 Linear Programming Algorithm

Figure 2.2 illustrates a trace where the skew between two clocks was nearly constant

over the measurement duration. Looking at the figure, one is tempted to pick up a ruler,

draw a line that skims through the bottom of the mass of the scatter-plot, measure the

angle between the line and the �-axis, and calculate the skew using simple trigonometry.

This approach is difficult to automate, and invites human errors that are untraceable. A

second thought would be to pick the first and last data points, and draw a line between

them. The accuracy of this approach, however, can be easily thrown off, since end-to-end

delays exhibit high variability on the order of magnitude larger than the skew all through

the measurement duration. Our approach is to fit a line that lies under all the data points,

but as closely to them as possible.
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We have formulated the above idea as a linear programming problem. The condition

that the line should lie under all the data points forms the first part of our linear program-

ming problem, and defines the feasible region for a solution; the objective function of the

linear programming problem is to minimize the sum of the distances between the line and

all the data points on the �-axis.

2.4.1 Algorithm

Having presented the intuition behind the algorithm, we now formally introduce the

algorithm. The goal is to estimate the clock ratio � given 
��� and 
��. The output of the

skew estimation algorithm is: �� and ��, where �� is the estimate of �, and �� is the estimate

of ���. We return to the interpretation of �� at the end of this section. If we estimate both

� and ��� correctly, then we can subtract �� � ��
��� � ��� from 
��, and obtain ���, which is

the end-to-end delay consistent with �� and free of clock skew. Even when the estimates

�� and �� are not exactly the same as � and ���, we still want the resulting end-to-end delay

to be non-negative, after the skew is removed. When we formulate our skew estimation

as a linear programming problem, this condition defines the feasible region within which

a solution should lie,


�� � ��� ��
��� � � 
 �� � � � � � (2.10)

There are infinitely many pairs of � and � that satisfy the condition above, if the feasible

region from (2.10) is not trivial. Our objective function to minimize the distance between

the line and all the delay measurements is stated as:

���� ��� � �
�
�� ����
	�
���

�

�� � ��� ��
��� � �

�

 (2.11)

subject to (2.10).
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One important point to note in (2.10) is that the estimated end-to-end delay of ���,

calculated as � 
�� � ��� � ��
��� �
��� once �� and �� are obtained, will be greater than zero,

instead of being greater than ���� ���. Thus �� is actually an estimate of ( ��� - ���� ���). The

resulting delay of 
�� � ��� � ��
��� �
�� is not the end-to-end delay, but rather the variable

portion of the end-to-end delay.

In the following sections, we look into other algorithms that can be used in skew

estimation, and compare them with our linear programming algorithm in terms of the

properties listed in Section 2.3, and their performance in actual and synthetic measure-

ments.

2.5 Other Algorithms

2.5.1 Paxson’s algorithm

In [46, 47], Paxson introduced an algorithm for removing a clock skew from a set of

forward and reverse path delay measurements. In this section we briefly describe how his

algorithm can be used when given delays in only one direction. Assume that the input

to the algorithm is the same as in the previous LP algorithm; 
�� and 
��� , for � � � � � ;

Readers are referred to [46, 47] for more detail.

Paxson’s algorithm is as follows:

� Step 1. Partition 
��� � � �� 
 
 
 � � into
�
� segments, and pick the minimum delay

measurement from each segment. The selected measurements are called the “de-

noised” one-way transit times (OTTs).

� Step 2. Pick the median of the slopes of all possible pairs of the “de-noised” OTTs.

If the median slope is negative, assume that the OTTs have a decreasing trend (here

we assume a decreasing trend is detected).
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� Step 3. Select the cumulative minima test from the “de-noised” OTTs (see [46]),

and test if the number of cumulative minima is sufficiently large to show that the

decreasing trend found in Step 2 is probabilistically not likely, if there is no trend.

� Step 4. If the cumulative minima test declares a trend in Step 3, pick the median

from the slopes of all possible pairs of the cumulative minima: output it as the

estimate of � � �. Otherwise, the algorithm concludes that there is no skew and

outputs zero.

The core of Paxson’s algorithm is a robust line fitting technique based on robust statis-

tics [18]. It uses the median as a robust estimate for the slope. As mentioned in [46, 47],

robust line fitting alone fails in estimating the slope of the trend due to the high variability

in OTTs, and that is why the “de-noised” OTTs and cumulative minima are used in his

algorithm.

2.5.2 Linear regression algorithm

Linear regression is a standard technique for fitting a line to a set of data points. It

is optimal in the mean square sense if the network delays are normally distributed, but is

not robust in the presence of outliers. As pointed out in [46, 47], it is not a good choice

for a skew estimation, even when applied to the “de-noised” OTTs above. Here we use it

only as a reference algorithm that has no knowledge of the underlying behavior of delay

measurements.

The linear regression algorithm in a skew estimation provides estimates of � and �

that minimize the mean square error � in:

� �
	�
���

� 
�� � ���� ��
��� �
��
�
 (2.12)
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2.5.3 Piecewise minimum algorithm

In this section we introduce another simple algorithm called piecewise minimum al-

gorithm. It does not output one single estimate for the skew, but a set of estimates. The

algorithm is as follows. It partitions the delay measurements into segments of the same

length, picks a minimum from each segment, and connects them to obtain a concatena-

tion of line segments. The minima are the same as the “de-noised” OTTs in Section 2.5.1.

The resulting concatenation of line segments are the estimates of the skew, and is very

unlikely to be a straight line.

When the skew is as obvious as in Figure 2.2, the resulting concatenation of line seg-

ments is close to a straight line. It, however, does not perform as well in other situations.

We look at such cases later in Section 2.6.4

2.6 Comparison of the Four Algorithms

In this section we compare the four algorithms described in Sections 2.4 and 2.5.

In particular we assess how well they perform based on the desirable properties from

Section 2.3. We also apply the algorithms to actual delay measurements, and compare

their performance by looking at the adjusted delays. Lastly, we use delay measurements

from simulation to compare our approach to Paxson’s algorithm.

2.6.1 Computational complexity

The time complexity of a two-variable linear programming problem is proven to be

���� [13, 33]. We have implemented a simple and efficient���� algorithm that exploits

the fact that 
��� ’s are sorted in our specific problem [40]. The other three algorithms also

have complexity of ����.
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2.6.2 Non-negative delay after the skew removal

In order to guarantee that the delay remains positive after the skew is removed, a skew

estimation algorithm must estimate ��� correctly. The LP algorithm, however, is the only

one that estimates ��� (or ��� � ���� ���), as explained in Section 2.4. Paxson’s original

algorithm for skew estimation is for two-way measurements after the clock offset has

been removed. The linear regression algorithm provides an estimate of ��. However this is

just a �-intercept of the regression line which bears no relevance to the correct estimation

of ���. The piecewise minimum algorithm outputs a concatenation of line segments, and

the slopes of those line segments are skew estimates. The algorithm does not have any

provision to guarantee that all the data points lie above the concatenation of line segments.

For the three algorithms that do not provide an estimate for ��� that ensures that delays

are non-negative after the skew removal, we choose �� that satisfies the following condition

for all ��’s in each algorithm:

�� � ���
����	

� ��� � 
�� � � ��� � ��
��� �
��� � �
 (2.13)

where ��� � �� and ��� � �� for � � � � � in Paxson’s and linear regression algorithms; in

the piecewise minimum algorithm ��� and ��� are determined by the line segment to which


�� and 
��� belong to.

2.6.3 Robustness

We focus on the performance of an algorithm, as measured by the difference between

the estimate and the actual skew, and whether the difference depends on the variability

of the network delays alone, and not on the magnitude of the clock skew. This property

guarantees that the estimation algorithm performs in a robust manner, in the sense that the

margin of error remains the same, no matter how large the skew is.

We first show that the LP algorithm satisfies this property, and then discuss how well

the other algorithms satisfy the property.
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2.6.3.1 Linear Programming Algorithm

We use the same assumptions and notations for the skew estimation algorithm and

estimates as in Section 2.3.3 when considering two different clock skews: a set of delays,

� � � ���
	���, where ���’s are fixed, and the clock ratio varies from one to some constant.

It can be restated as follows. From one set of measurements to the other, nothing changes

except for the frequency of the sender clock relative to the receiver clock. The receiver

observes that the delay measurements, 
��’s, are different between two sets, but the end-to-

end delays consistent with the receiver clock remain the same in both sets. We also note

that 
��� ’s remain the same in both sets.

Let us consider a case where the sender and receiver clocks are “true” clocks, and a

set of packet delays, � � � ���
	���, is consistent with the “true clock.” Suppose that we

measure those delays when the frequency of the sender clock changes so that the skew is

� �� �. We have


������� � ��� � ��� (2.14)


������� � ��� � ��� ��
��� � ��� (2.15)

from (2.6).

Let � be the LP algorithm, and consider the problem of determining �� and �� when

both clocks are “true” clocks. By (2.10), (2.11), and (2.14), the problem becomes mini-

mizing

	�
���

� ��� � ��� � ���� ��
��� �
��


such that

�� 
 ���� ��
��� � ��� � ���� for � � � � �
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Let �������� and �������� be the values that solve this problem.

Now define �� � ��� �����������, and substitute ���� with ���������� above;

the above problem is now equivalent to choosing �� and �� that minimize

	�
���

� ��� � ��� � ��� � ��
��� � ��


such that

�� 
 ��� � ��
��� � ��� � ���� for � � � � �


By (2.15), it is equivalent to choosing �� and �� to minimize

	�
���

� 
�������� ��� � ��
��� �
��


such that

�� 
 ��� � ��
��� � 
�������� for � � � � ��

which solves the case when the skew is � �� �. Let �������� and �������� be the values

that solve the above problem. Then we can conclude:

��������� � � ��������� � and �������� � ��������


2.6.3.2 Other algorithms

It is clear that the linear regression algorithm satisfies Property 3. In the piecewise

minimum algorithm, the increase in measured delay due to a clock skew is a function

of the sender timestamp, but not of the end-to-end delay as stated in (2.6). As the skew

gets larger, the increase due to the clock skew becomes the dominant part of a measured
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delay, and the minimum of a segment is more likely to be found near the beginning of

the segment. Depending on the magnitude of the skew, a minimum-based algorithm uses

different minima, and clearly the differences between the estimate and the actual skew are

not the same.

Since Paxson’s algorithm employs a robust line fitting technique after local minima

are obtained, we choose to simulate Paxson’s algorithm to examine its robustness. In the

simulation, the number of packets is 600, and � changes from 0.01 to 0.1 and 4. The end-

to-end delay consistent with ��, ���, is assumed to have an exponential distribution with

the means, � � ������ and � � �������. The purpose of the simulation is to show

the variability of the difference between the estimate and the actual skew over a range

of clock skews. Thus we use the same set of ��� for all three values of �, and calculate

the sample mean and the variance of the estimates. As shown in Section 2.6.3.1, the

difference between the actual skew and the estimate does not change in the LP algorithm

case, and thus the sample variance of the estimates from the algorithm remains the same

for the three values of � in the simulation. The sample variance of Paxson’s algorithm,

however, increases as the skew increases. We list only the sample variances in Table 2.1.

This illustrates that the difference between the actual skew and the estimate of Paxson’s

algorithm grows as the skew grows, and thus the algorithm does not satisfy Property 3.

2.6.4 Measurement

In this section we use Internet delay measurements to see how each algorithm per-

forms when applied to actual measurements. We collected several traces of delay and

loss measurements over the Internet and MBone [14] between November 14, 1997, and

December 21, 1997. Table 2.2 provides a brief description of the traces. Detailed infor-

mation about hosts are in Appendix B. The clocks at the end-hosts were not synchronized

in any of the traces. We used constant-length UDP packets whose payloads consisted of

a sequence number and a timestamp, and they were sent out at periodic intervals.
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� � ������
� -1 LP Paxson

mean var. mean var.
0.01 0.01 0.9666e-5 0.01 0.0373e-3
0.1 0.1 0.9666e-5 0.1 0.1073e-3
4 4 0.9666e-5 4.0001 0.3945e-3

� � �������
� -1 LP Paxson

mean var. mean var.
0.01 0.01 0.8405e-4 0.01 0.0002
0.1 0.1 0.8405e-4 0.1001 0.0004
4 4 0.8405e-4 4.0001 0.002

Table 2.1. Sample variance of estimates from simulations to test Property 3

Trace Sender Receiver Start Time at Sender Duration Type Interval
2.1 UMass SICS 12:50pm, Fr, 11/14/97 4hr 10min Unicast 80ms
2.2 UMass WashU 3:54pm, Th, 11/20/97 10hr Multicast 160ms
2.3 UMass SICS 12:03am, Fr, 11/21/97 5hr 54min Unicast 160ms

Table 2.2. Traces Used in Chapter 2
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(a) Original Trace

(b) LP algorithm (c) Paxson’s algorithm

(d) Linear regression algorithm (e) Piece-wise minimum algorithm

Figure 2.5. Scatter-Plots of Delay from Trace 2.1 Before and After the Skew Removal.
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(a) Original Trace

(b) LP algorithm (c) Paxson’s algorithm

(d) Linear regression algorithm (e) Piece-wise minimum algorithm

Figure 2.6. Scatter-Plots of Delay from Trace 2.2 Before and After the Skew Removal.
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Trace 2.1 in Table 2.2 exhibits an increasing trend in delay measurements, which

translates to a constant skew. Figure 2.5(a) plots the original trace before the skew is

removed. All four algorithms estimate the skew well, and the delays after the skew is

removed are plotted in Figures 2.5(a) to (d). On the �-axis the sender timestamp, 
��� is

plotted, and on the �-axis, the delay before and after the skew estimation and removal,


�� and 
�� � ��� � ������ , are plotted.1 The gray foreground is the delay before the skew is

estimated and removed, and the black background is the delay after the skew is removed.

Figure 2.6 is from Trace 2.3 in Table 2.2. The same is on the � and � axes, as in

Figure 2.5. The linear skew trend is apparent as in Trace 2.1, but the delay behavior

changes significantly in the later half of the trace, and more losses are detected. This

is a multicast packet delay measurement, and the overall loss rate of the trace is very

high: 42%. The losses are more pronounced as the jagged bottom of the gray plot in the

second half of the trace. Considering the extraordinary high loss rate of the trace, we

think that the clock skew was constant, but due to heavy congestion inside the network,

queueing delays increased significantly over an extended period of time, and is shown in

measurements.

In Figure 2.6(d) the linear regression algorithm fails miserably in estimating the skew.

The large delays between 6 and 8 hours on the �-axis produce outliers which have a

significant impact on the linear regression. After the skew is filtered out, the delay has

a decreasing trend, which is the opposite of the original increasing trend. Since the LP

and Paxson’s algorithms come up with one estimate for the constant skew, the resulting

delays from both algorithms are close to the �-axis, while keeping the increased delay

trend intact. The piecewise minimum algorithm calculates too high a minimum over the

increased delay period, and ends up interpreting the increased delay trend as a skew. The

result is that the effect of network congestion on delay is removed along with the skew.

1Here we actually plot ��� �����
��� and ��� � ���� �����

�
�����

��� to plot the delays before and after the
skew estimation and removal in the same range of values on the �-axis.
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Figures 2.5 and 2.6 visually demonstrate the relative performance of each algorithm.

The LP and Paxson’s algorithms estimate the skew accurately in the presence of different

levels of network congestion. In contrast, the linear regression and piecewise minimum

algorithms perform poorly when the network is heavily congested, and the delay fluc-

tuates significantly. In order to investigate the relative performance more precisely, we

simulate the LP and Paxson’s algorithms with synthetic delay, and compare the sample

mean and variance of the estimate in the next section.

2.6.5 Simulation

The purpose of the simulation is to examine the average performance of a skew es-

timation algorithm in terms of the sample mean and variance of the estimate. We have

performed two sets of simulations for each of the LP and Paxson’s algorithms. The first

set of simulations (referred to as Set 2.1) uses a periodic inter-packet departure time of

20 milliseconds; the second set (Set 2.2) uses a periodic inter-packet departure time of

1 second. The other parameters of the simulation are the number of packets, the mean

delay (�), the skew. The number of packets used is either 600 or 3000. In Set 2.1, 600

packets correspond to 12 seconds and 3000 to 1 minute; in Set 2.2, to 10 minutes and 1

hour, respectively. We assume an exponential distribution for end-to-end delays in our

simulation and vary the mean (�) of the exponential distribution from 1 to 10, 100, and

1000msec. The clock ratio (�) varies from 1.0001 to 1.1 and 5.

For a set of fixed values of the number of packets, mean delay, and skew, 1000 runs

were executed, and the histograms of the skew estimates from the 1000 runs are plotted

in Figures 2.7 to 2.10. We plot �� � � on the �-axis, and the frequency on the �-axis

in Figures 2.7 to 2.10. The histograms have a fixed bin size of 30; the greater distance

between the minimum and maximum of the estimates is, the wider the bin is.

Figures 2.7 and 2.8 plot the results of the LP and Paxson’s algorithms from Set 2.1.

Figures 2.9 and 2.10 from Set 2.2. The first rows of Figures 2.7 to 2.10 is for � � � �
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LP algorithm Paxson’s algorithm
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Figure 2.7. Set 2.1 - Histograms of ��� � when the number of packets is 600
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LP algorithm Paxson’s algorithm
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Figure 2.8. Set 2.1 - Histograms of ��� � when the number of packets is 3000
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LP algorithm Paxson’s algorithm
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Figure 2.9. Set 2.2 - Histograms of ��� � when the number of packets is 600
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LP algorithm Paxson’s algorithm
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Figure 2.10. Set 2.2 - Histograms of ��� � when the number of packets is 3000
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�
����, the second rows for �� � � �
�, and the last rows for �� � � �. The ranges on

the �-axis and �-axis are fixed for a given � in a set to make it easy to compare how the

histograms spread horizontally between the LP and Paxson’s algorithms.

In both Sets 2.1 and 2.2, the histograms when the number of packets is 600 are more

widespread than when the number of packets is 3000. This is because the estimate gets

more accurate as more delay measurements are available.

Most histograms are symmetric centered at the mean delay, and their estimates are

very close to the true � values with a sample variance less than��� of �. However, as �

gets closer to 1, the distribution of estimates starts to diverge from a symmetrical shape in

Paxson’s algorithm. Figure 2.7(b) where the number of packet is 600 and ��� � �
����,

the histograms for � � ��� and � � ���� are not plotted because their frequencies are

1 at �� � � � �. The same is true for � � ���� when the number of packets is 3000

in Set 2.1 (Figure 2.8(b)), and for � � ���� when the number of packets is 600 in Set

2.2 (Figure 2.9(b)). This is because of Step 3 in Paxson’s algorithm. If the number

of cumulative minima is not significant enough, Paxson’s algorithm assumes no skew,

and outputs �� � �. The simulations results show that it is hard to pass Step 3 and the

algorithm is biased against a small skew, when the average delay is relatively large, and

the measurements span over a short period of time.

The histograms of the LP algorithm are consistently less spread out than those of

Paxson’s algorithm for the given range of parameter values. We have shown through

simulation that the estimate of our LP algorithm is unbiased, and exhibits less sample

variance than that of Paxson’s.

2.6.6 Performance Given a Small Number of Packets

To examine how the algorithms perform in a very small time scale, we partition Trace

2.1 into 10-minute-long intervals, and apply the LP and Paxson’s algorithms to the seg-

ments of the trace. When the number of packets used in clock skew estimation is small,
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Figure 2.11. Histograms of ��� � from Trace 2.1 broken into 10-minute-long intervals.

Paxson’s algorithm is very likely to declare that there is no trend, and thus no clock skew.

To compare the estimates without the trend check in Paxson’s algorithm, we do not exe-

cute the checks in lines 24-25 in Appendix A.2. Figure 2.11 shows the histograms of the

clock skew estimates from the segments by the LP and Paxson’s algorithms. Consistent

with previous results in longer measurements and simulations, the LP algorithm exhibits

a lower sample variance than Paxson’s algorithm.

In this set of simulations, we number Set 2.3, we have used the same values for the

inter-packet departure time, the mean delay, and the skew, as in Set 2.1, but with fewer

packets. Instead of 600 and 3000 packets, we use 20 and 100 packets, which correspond

to 400 milliseconds and 2 seconds. In Figures 2.12 and 2.13 we present the results from

the simulations using 20 and 100 packets, respectively. The results are consistent with

what is presented above using segments of actual measurements; the histograms of the

LP algortihms are less spread out than those of Paxson’s algorithm.
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Figure 2.12. Set 2.3 - Histograms of ��� � when the number of packets is 20
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Figure 2.13. Set 2.3 - Histograms of ��� � when the number of packets is 100
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2.7 Further Discussion

2.7.1 Non-zero Clock Drift

In Traces 2.1 and 2.2 we have observed mostly linear skew trends. Trace 2.3 in Table

2.2 exhibits a non-linear linear trend. Figure 2.14(a) displays 
��� on the �-axis and 
�� on

the �-axis from Trace 2.3. The slope of the delays varies over time in the first hour of

the trace. The drift, as defined in Section 2.2.1, is non-zero. It attests to a slowly varying

skew present in the first hour of the trace; and then a linear trend sets in and lasts until the

end of the trace. Figure 2.14(b) is a 100 times magnified view of the first 3.5 minutes in

Figure 2.14(a). The slowly varying drift in a large time scale of hours is not noticeable in

the magnified graph. Instead we only see a constant skew trend.

This suggests that we can apply the constant skew estimation algorithms in a piece-

wise manner on a smaller time scale. How to detect a non-zero drift, and to determine the

proper size to partition a long trace are important issues, and require further study.
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Figure 2.14. Scatter-plot of Trace 2.3 that exhibits a non-linear trend.

2.7.2 Detection of clock adjustments

When a clock adjusts its time, the adjustment is likely to show up in delay measure-

ments. Paxson uses two-way measurements to detect such a clock adjustment [46, 47]. It
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is harder to distinguish a genuine clock time adjustment from the delay fluctuation due to

network congestion in one-way delay measurements, and needs further study.

2.8 Conclusion

In this chapter, we have presented a framework for understanding the systematic er-

rors introduced in one-way network delay measurements by unsynchronized clocks, and

discuss several properties desirable of a skew estimation algorithm. We have developed

a linear-programming-based algorithm, and compared it with three other existing algo-

rithms. The linear regression and piecewise minimum algorithms demonstrated poor per-

formance when applied to traces of Internet delay measurements. We generated synthetic

delay measurements, and analyzed the sample mean and variance of the estimates of our

and Paxson’s algorithms. The results show that the estimate of the LP algorithm is un-

biased and exhibits less variance. In conclusion, the LP algorithm addresses all of the

desirable properties, and is simple, fast, and robust.
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CHAPTER 3

ADAPTIVE PLAYOUT DELAY ADJUSTMENT

3.1 Introduction

In the 20 years that have passed since the early Arpanet experiments with packetized

voice [10], packetized audio has blossomed into an application that many Internet users

now use regularly. For example, the audio (and video and whiteboard) segments of many

technical conferences and workshops are now carried over the MBone multicast network

[8, 22, 31]. Smaller, more interactive, group meetings are also frequently conducted over

the Internet using these multimedia tools.

Packet audio tools such as NeVoT [54], vat [23], and RAT [17, 28] operate by pe-

riodically gathering audio samples generated at the sending host, packetizing them, and

transmitting the resulting packet (via UDP unicast/multicast) to the receiving site(s). For

efficiency, a source’s audio is typically divided into “talkspurts” (periods of audio activ-

ity) and “silence periods” (periods of audio inactivity, during which no audio packets are

generated). In order to faithfully reconstruct the audio at a receiving site, data in packets

within a talkspurt must be played out in the same periodic manner in which they were

generated.

If the underlying network is free of variations (jitter) in packet delays, a receiving site

can simply play out an audio packet as soon as it is received. However, jitter-free, in-

order, on-time packet delivery rarely, if ever, occurs in today’s packet-switched networks.

In order to compensate for these variable delays, a smoothing buffer is thus typically used

at a receiver. Received packets are first queued into the smoothing buffer and the peri-

odic playout of packets within a talkspurt is delayed for some amount of time beyond the
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reception of the first packet in the talkspurt. Informally, we refer to this delay as the play-

out delay of the talkspurt. Clearly, the longer the playout delay, the more likely it is that

a packet will have arrived before its scheduled playout time. Excessively long playout

delays, however, can significantly impair human conversations. There is thus a critical

tradeoff between the length of playout delay and the amount of loss (due to late packet

arrival) that is incurred. Generally, delays between talkspurt generation and receiver play-

out of less than 400ms [20] and a loss percentage of up to 5% [24] are considered to be

quite tolerable in human conversations. The talkspurt playout delays themselves can be

either fixed for the duration of the audio session (an approach examined in [37, 10]), or

adaptively adjusted from one talkspurt to the next, with intervening silence periods arti-

ficially elongated or compressed accordingly – the approach taken in the NeVoT and vat

audio tools.

In this chapter we focus on this tradeoff between packet playout delay and packet loss.

The main contributions of this chapter are twofold. First, given a trace of packet audio

receptions at a receiver, we present efficient algorithms for computing upper and lower

bounds on the optimum (minimum) average playout delay for a given number of packet

losses (due to late arrivals) at the receiver for that trace. These bounds, which we show

to be tight for a range of loss and delay values of interest, are of particular importance

as they provide a bound on the achievable performance of any adaptive playout delay

adjustment algorithm. Our second significant contribution is the development of a new

adaptive delay adjustment algorithm that tracks the network delay of recently received

packets and efficiently maintains delay percentile information. This information, together

with a “delay spike” detection algorithm based on (but extending) earlier work [48], is

used by the new algorithm to dynamically adjust talkspurt playout delay. We show that

this new algorithm generally outperforms existing delay adjustment algorithms over a

number of measured audio delay traces and performs close to the theoretical optimum

over a range of parameter values of interest.
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The remainder of this chapter is structured as follows. Section 3.2 provides additional

background for our work, including an extended discussion of the observed delay spikes

in the packet audio traces reported earlier in [48] as well as in new, more recent experi-

mental traces reported here. In Section 3.3 we describe the algorithms used to compute

bounds on the optimum average playout delay for a given loss. In Section 3.4 we present

our new adaptive playout delay adjustment algorithm and examine its performance. We

conclude this chapter in Section 3.5.

3.2 Background

As discussed above, a receiving site in an audio application typically buffers packets

and delays their playout [1, 37] in order to compensate for variable network delays. The

playout delay can be constant throughout the entire audio session or can be adaptively

adjusted during the session from one talkspurt to the next. In the Internet, end-to-end

delays fluctuate significantly [4, 50] and a constant, non-adaptive, playout delay would

likely yield unsatisfactory audio quality for interactive audio applications. There are two

approaches to adaptive playout adjustment: per-talkspurt and per-packet adjustment. The

former approach uses the same playout delay throughout a talkspurt (and, as a result,

faithfully reconstructs the original periodic nature of the received audio data from the

sender), but allows different playout delays from one talkspurt to another. While this

may result in artificially elongated or compressed silence periods, this is not noticeable

in played out speech if the change is reasonably small [37]. In the latter approach, the

playout delay varies from packet to packet. A per-packet adaptive adjustment introduces

gaps inside talkspurts and is cited as being damaging to the audio quality [1, 10].

Because of the variable nature of network delays that gives rise to the need for playout

delay adjustment algorithms, an understanding of network delays and their effects on

packet audio at both the individual packet and talkspurt level is important. It will thus

be instructive to first informally examine a few traces of actual audio traffic and identify
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Figure 3.1. Delay spikes in scatter-plot of delay measurements over time.
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a number of characteristic aspects of the interaction between network delay and packet

audio playout.

Fig. 3.1 and 3.2 plot the variable portion of the delay between a packet’s transmission

at a sender and its reception at a receiver as a function of the time at which the packet was

transmitted at the sender. The propagation component of the end-to-end delay has been

removed by subtracting out the minimum of the measured end-to-end delays in the entire

delay trace (presumably the case in which there is little or no queueing of the packet in

intermediate routers). Note that by considering only the variable delay component, the
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Trace Sender Receiver Start time at Sender Duration Multicast
3.1 UMass GMD 08:41pm, Tu, 6/27/95 1348 secs No
3.2 UMass GMD 09:58am, Fr, 7/21/95 1323 secs Yes
3.3 UMass GMD 11:05am, Fr, 7/21/95 1040 secs No
3.4 INRIA UMass 09:20pm, Th, 8/26/93 580 secs No
3.5 UCI INRIA 09:00pm, Sa, 9/18/93 1091 secs No
3.6 UMass Osaka 00:35am, Fr, 9/24/93 649 secs No

Table 3.1. Traces Used in Chapter 3

issue of sender and receiver clock synchronization can be avoided. The variable delay

component of each packet is plotted as a diamond on the graph. Dotted-line rectangles

are used to distinguish talkspurts from each other showing which packets belong to which

talkspurt. The width of a rectangle in the figures represents the length of a talkspurt and

its height represents the largest variable portion of network delay over all packets within

that talkspurt. A packet is generated every 20ms during a talkspurt, and hence a missing

dot at a 20ms interval within a talkspurt indicates a lost packet within the network.

The delay traces shown in Figure 1, as well as all other traces reported in this chapter,

were collected using NeVoT [54], an audio conferencing tool that allows both point-to-

point or multicast connections. NeVoT has a tracing mechanism that can collect times-

tamps of packets sent and received, RTP sequence numbers [53], and vat virtual times-

tamps of packets. In our experiments and simulations we used vat virtual timestamps.

Packet audio was encoded in 8KHz PCM mode and the packetization unit time was 20ms.

The sending and receiving hosts, the start time and date of the trace, the trace length, and

an indication of whether packets were sent as unicast or multicast packets are indicated

in Table 3.1. Traces 3.4, 3.5, and 3.6 are from earlier work, and are described in details

in [48]. Traces 3.1 through 3.3 are new traces consisting of the transmission of the audio

component of a recording with both female and male voices. Fig. 3.1 and 3.2 are all taken

from Trace 3.1 in Table 3.1.
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Delay spikes are evident in Figures 3.1 and 3.2. Figure 3.1(a) shows a spike whose

delay is less than an order of magnitude greater than other “baseline” delays and whose

duration is short enough to be contained in a single talkspurt. Figures 3.1(b) and 3.2

show larger spikes with delay peaks that are almost an order of magnitude larger than the

“baseline” delays. A large spike can either be contained in one talkspurt, as in Figure

3.1(b), or can span several talkspurts, as in Figure 3.2. In Trace 3.1 of Table 3.1, there are

23 such conspicuously large spikes; 10 of these are contained in one talkspurt, 9 span two

talkspurts, and the remaining 4 span three talkspurts.

Previous studies [4, 50, 48] have indicated the presence of “spikes” in end-to-end In-

ternet delays. Bolot [4] conjectures that with periodically generated packets (as is the

case with our audio packets and as was the case in [4, 50, 48]), the initial steep rise in

the delay spike and the linear, monotonic decrease spike after the initial rise, is due to

”probe compression” – the accumulation of a number of packets from the connection un-

der consideration (the audio session, in our case) in a router queue behind a large number

of packets from other sources. We note that probe compression is a plausible conjec-

ture about the cause(s) of delay spikes. Validation of this conjecture would require care-

ful measurements of packet traffic and its delay at the routers where congestion occurs.

Kasera et al. [26] discuss the many difficulties involved in making such measurements

without privileged access to the routers.

Note that when a delay spike is properly contained within a talkspurt, the next oppor-

tunity to change the playout delay (i.e., at the beginning of the next talkspurt) occurs after

the delay spike terminates. In such a case, it is not possible to adaptively react to the de-

lay spike, since the delay spike is already over (i.e., the delay has returned to its baseline

value) by the next talkspurt and any packets that were so excessively delayed during the

delay spike that they missed their playout time have already been lost. In cases where

a delay spike spans multiple talkspurts, however, it is advantageous to quickly react to

the delay spike, as discussed in [48]. Note also that the fluctuations in “baseline” delays
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are less in comparison to spikes and, as a result, their delay distribution does not change

significantly over time.

These two observations form the basis for the new delay adaptation algorithm to be

presented in Section 4. First, however, we address the question of determining the playout

delays incurred under a theoretically optimum playout delay adjustment algorithm. We

do this in the following section.

3.3 Optimum Average Playout Delay
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Figure 3.3. Timings associated with the �-th packet in the �-th talkspurt

In the previous works of [10, 37, 58, 48], the tradeoff between the average playout

delay and loss due to late packet arrival is used as the performance measure in comparing

one adaptive playout delay adjustment algorithm with another – a tradeoff which we also

use in this chapter. We have chosen to consider loss and delay on a per-packet rather than

per-talkspurt basis for two reasons. First we note that the lengths of talkspurts depend on

silence detection algorithms and their parameters. Per-talkspurt results are thus closely

tied to the silence detection algorithm used. More importantly, different talkspurts have

different lengths. One might argue that in determining an overall performance measure,
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per-talkspurt measures could be weighted by the length of the talkspurt. In a sense, we

are already doing so by considering individual per-packet delay and loss measures, and

requiring that all packets within the same talkspurt be played out periodically.

Here a playout delay (or, more accurately, end-to-end application-to-application de-

lay) is defined to be the difference between the playout time at the receiver and the gen-

eration time at the sender. We refer to Figure 3.3 to show the timing information of audio

packets and formally define the average playout delay.

Consider a trace consisting of � talkspurts. We define the following quantities:

� ��
: sender timestamp of the �-th packet in the �-th talkspurt.

� 
�
: receiver timestamp of the �-th packet in the �-th talkspurt.

� �
: number of packets in the �-th talkspurt. Here we only consider those packets

actually received at the receiver.

� � : total number of packets in a trace, � �
��


�� �
.

The playout time of a packet depends on which algorithm is used at the receiver to

estimate the playout delay of the packet. Consider a playout algorithm �. Then ��
��� is

the playout timestamp of the �-th packet in the �-th talkspurt under �. When it is obvious

which algorithm is used, we omit the parameter �. If the �-th packet of the �-th talkspurt

arrives later than ��
��� (i.e., ��
��� � 
�
), it is considered lost. Otherwise, it is played out

with the playout delay of (��
���� ��
). Let ��
��� be an indicator variable for whether the

�-th packet of the �-th talkspurt arrives before its playout time, as computed by playout

algorithm �:

��
��� �

���	��

�� if ��
��� � 
�


�� otherwise
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The total number of packets played out under Algorithm � is denoted as ���� and com-

puted using ��
���:

���� �
��

��

���
���

��
���


Then the average playout delay of those played-out packets is defined as:

�

����

��

��

���
���

��
�����
�

���� ��
�


If there are � packets in a trace and, among them, ���� packets are played out under

Algorithm �, the loss percentage � is:

� �
� �����

�
� ���


Our goal in this section is to present a bound on the optimum (minimum) average

playout delay for a given number of packet losses (due to late arrivals) at the receiver for

a given packet delay trace. To illustrate this problem, suppose we are given a trace of

sender and receiver timestamps of audio packets in an audio session. Suppose now that

we are free to set the playout delays of the various talkspurts to whatever values we choose

such that only one packet (in the entire trace) will be lost. That is, we want to lose a packet

so that the average playout delay over all played-out packets in the trace is minimized.

This provides a bound on the average delay achievable by any delay adjustment algorithm,

given that only one out of all the received packets in the trace is lost. We then repeat this

procedure for two packet losses, and so on.

The obvious way to calculate the exact minimum bound is as follows: for a given

number of dropped packets, say �, determine all possible configurations of � lost packets,

compute the average playout delay for each configuration, and compute the minimum

of these average playout delays. The number of computations of � lost packets grows

exponentially in � . We reduce the computational cost by instead deriving upper and
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lower bounds on the optimum (minimum) playout delay for a given loss percentage, that

requires an amount of computation that is polynomial in the number of packets in the

trace.

Section 3.3.1 provides the background needed for presenting these algorithms and

defines our notation. We provide a detailed description of our approach in Sections 3.3.2

and 3.3.3.

3.3.1 General Overview

Below we introduce additional terminology to be used in the following sections.

� ���
: delay between the generation of the �-th packet of the �-th talkspurt at the sender

and its reception at the receiver, namely ���
 � 
�
 � ��
. We do not assume that the

sender and receiver clocks are synchronized, but do assume that they do not drift.

� ��: �� � ���
��
���������

� ���




� ��
: normalized delay of the �-th packet of the �-th talkspurt. This accounts only

for the variable portion of the end-to-end delay. We will use this normalized delay

(rather than ���
) in calculating the bounds of the optimum average playout delay,

��
 �
���
 � ��


� �
���

 : �-th smallest normalized delay in the �-th talkspurt.

Recall that the playout delay of all packets in the �-th talkspurt should be the same due

to the periodic nature of packet generation within a talkspurt at the sender and periodic
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playout at the receiver. Given an algorithm �, we denote the playout delay of the �-th

talkspurt as ��
���. The playout time of the �-th packet in the �-th talkspurt is then:

��
��� � ��
 � ��
���
 (3.1)

In later sections where there is no confusion about which algorithm is used, we will denote

��
��� simply as ��
.

To successfully play out � packets from the �-th talkspurt, at least � packets during the

�-th talkspurt must arrive before their playout time calculated by (3.1). To achieve this

goal, the playout delay of an algorithm must be set larger than or equal to ����
 . In practice

(i.e., in an actual on-line implementation), ����
 cannot be known in advance before all the

packets belonging to the �-th talkspurt arrive, but ��
��� must often be determined before

these packets arrive. Since our bounding algorithms are off-line algorithms, we assume

that ��
 and 
�
 are available at the start of their executions.

The packet arrival times in a talkspurt are not the only quantities that determine the

playout delay. The long playout delay of one talkspurt may force the playout of packets

of the subsequent talkspurt to be further delayed. For example, consider a playout delay

algorithm �. Assume that, in order to play out all packets contained in the �-th and

�� � ��-th talkspurts, algorithm � sets the playout delays ��
��� and ��
����� to �
����



and �
������

�� , respectively. The playout time of the first packet in the �� � ��-th talkspurt,

��
�����, becomes ��
�� � ��
�����. If the playout time of the first packet of the �� � ��-

th talkspurt comes before the playout time of the last packet of the �-th talkspurt, i.e.,

���
 � ��
��� � ��
�� � ��
�����, then the beginning of the �� � ��-th talkspurt overlaps

the end of the �-th talkspurt at the receiver. We refer to this as a collision of the �-th and

�� � ��-th talkspurts. The condition for a collision can be summarized as:

���
 � ��
��� � ��
�� � ��
������ or
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��
��� � ���
�� � ���
 � � ��
�����
 (3.2)

In order to avoid such collisions, the playout delay of the subsequent talkspurt must be

increased. Note that collisions can occur in a cascade when the above collision condition

persists over several talkspurts in a row. We call such a sequence of collisions a collision

train.

In order to provide a lower bound of the optimum average playout delay, we first sim-

plify the problem by ignoring the effect of collisions and assume that packets of talkspurts

in a collision are allowed to overlap. Note that this underestimates the optimum average

playout delay (since, in practice, some talkspurts would be further delayed in order to

avoid overlapping packets from different talkspurts), and thus represents a potentially un-

achievable lower bound on the minimum playout delay for a given loss. Later we will

account for collisions. Our algorithms are based on dynamic programming [3].

3.3.2 Off-line algorithm without collisions

Our first algorithm provides a lower bound of the optimum average playout delay for

a given loss percentage. Recall that it is obtained by ignoring additional delays due to

collisions, i.e., the effect of one talkspurt’s long playout delay on that of the subsequent

talkspurt is not considered. We define ���� �� to be the minimum average playout delay

possible when choosing � packets to be played out from the �-th to� -th talkspurts. Using

dynamic programming, calculating ���� �� for � from � to � generates the lower bounds

on the optimum average playout delay for loss percentages of 100% down to 0%. It is

described by the following equation.
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���� �� �

�����������	����������


�� if � � �

�
���

 � if � � � and � � ��

�� if � � � and � � ��

���
�����

�
���� ����� � �� �� �� � ��

���

 ���

�
� otherwise


(3.3)

In the following theorem, we prove that ���� �� in (3.3) is the minimum average

playout delay when choosing � packets from �-th to � -th talkspurts to be played out,

for the case that collisions are ignored.

Theorem 1 ���� �� is the minimum average playout delay of choosing � packets to be

played out from �-th to � -th talkspurts.

Proof Assume that ���� �� is minimal for � � � � � � �� � � � � � � �, but that

���� �� obtained via (3.3) is not. Here, � packets are chosen from the �-th talkspurt with

the playout delay to be ����
 , and ��� �� packets from �����-th to � -th talkspurts. Those

��� �� packets have a playout delay of ��� � �� �� ��. Thus:

����� �� � ���
���

 � ��� ����� � �� �� ���

which contradicts the definition of ���� �� in (3.3), namely that:

��
���

 � ��� ����� � �� �� �� 
 ����� ��


Thus ���� �� is minimal.

3.3.3 Off-line algorithm with collisions

The second algorithm computes an upper bound on the optimum average playout

delay. It relies on dynamic programming as in Section 3.3.2, but is more complicated
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due to the manner in which it accounts for collisions. In the first algorithm, the playout

delay of a talkspurt is simply ����
 , given � and � at each step of computation in (3.3). To

take collisions into account, condition (3.2) is checked for every � and � in the second

algorithm. If there is a collision, the playout delay of the latter of the two colliding

talkspurts is adjusted to a larger value to avoid a collision. Checking condition (3.2)

for collisions requires not only the playout delays of two adjacent talkspurts but also the

sender timestamps of the last and first packets of each talkspurt. The identity of the first

and last packets played out in a given talkspurt vary, depending on which packets are

chosen by the bounding algorithm to be played out. To track those packets played out at

every step of the computation, we introduce the vector ���� �� whose components are the

sets of packets belonging to talkspurts �� 
 
 
 �� that are played out. Here � denotes the

total number of packets contained within these sets.

An informal description of the second algorithm is as follows. Define ���� �� as

before. Given � and �, assume that ���� �� is known for � � � � � � �� � � � �
� � �. The calculation of ���� �� consists of choosing � packets from the �-th talkspurt,

and �� � �� packets from the �� � ��-th to � -th talkspurts to be played out so as to

minimize the average playout delay of those packets. If playing out � packets from the

�-th talkspurt results in a collision between �-th and �����-th talkspurts, then the playout

delay of the �����-th talkspurt becomes larger and is accounted for when calculating the

average playout delay. Choosing � packets from the �-th talkspurt may cause a cascade of

collisions, in which case the playout delays are increased for all talkspurts involved in the

collision, and if so, more delays are added to calculate the average playout delay. ���� ��

records which packets are chosen for the minimum total sum at this step of computation.

Let us now introduce the additional notation used in the second algorithm. Through-

out, � � ���� 
 
 
 � �
� 
 
 
 � ��� is an � -dimensional vector where �
 � ��� 
 
 
 � �

 is a

set of packets from the �-th talkspurt. If ��
� � �, then �
 contains the identities (indices)

of the � packets with the � smallest normalized delays in the �-th talkspurt. Henceforth,
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� will be referred to as a playout vector. Let �
��� �� be an � -dimensional vector whose

components are each an empty set, 	, except for the �-th component which is the set of

packets with the ��� ��-th through ��� ��-th smallest normalized delays in the �-th talk-

spurt. Last, if � and � are playout vectors whose components are sets, then � � � is

understood to be the vector whose components are the unions of the components in � and

�.

� �
���: difference in the sender timestamps of the last packet played out from the

�-th talkspurt and of the first packet from the �� � ��-th talkspurt, given �. This

value is used in adjusting the playout delay in the case of a collision. It is given as:

�
��� �

���	��

�� if � � ���
 � 	� or �
�� � 	
������
�� � � � �
��
 �������
 � � � �

� otherwise


�
��� can be interpreted as the length of the silence period at the sender between

the �-th and �� � ��-th talkspurts consisting of �
 and �
��, respectively.

� ��
���: playout delay of the �-th talkspurt when the playout vector is �. It differs

from �
������

 in the case of a collision. It is given by the following recursion:

��
��� �

�������	������


�� if �
 � 	�
�
������
� � if � � ��

�����������
 � ��
������ �
�����
� otherwise.

(3.4)

If a collision has occurred, the playout delay ��
��� becomes ��
������ �
�����. It

is �������
 otherwise.

� ���� �� ��: sum of the increases in the playout delays incurred in the �� � ��-th to

� -th talkspurts from collisions due to the introduction of � additional packets to be
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played out in the �-th talkspurt given that the playout vector was originally �. It is

given by the following expression.

���� �� �� �
��

��
��

���������� � �
���
�� ���� �������
 (3.5)

If the introduction of � additional packets to the �-th talkspurt incurs collisions, the

playout delays of the �� � ��-th to the last talkspurts in a collision train become

larger. The difference between the new larger playout delay and the original play-

out delay of the talkspurt is multiplied by the number of packets chosen from that

talkspurt. These values are summed to obtain the total amount of additional playout

delay.

In the second algorithm, not only ���� �� but also ���� �� is calculated at each step of

computation. The equations for ���� �� and ���� �� are as follows:

���� �� �

�����������	����������


�� if � � �

�
���

 � if � � �� � � ��

�� if � � �� � � ��

���
�����

�
�������
����������

���
�

�����
��������
���

�

�
� otherwise


(3.6)

���� �� �

�������������������	������������������


�	� 
 
 
 � 	�� if � � �

�
��� ��� if � � �� � � ��

�
��� ���� if � � �� � � ��

��� � �� �� �� � �
��� ��
where � � �
� ���

�����

�
�������
����������

���
�
�����
��������
���

�

�
�

otherwise


(3.7)
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The only difference between (3.3) and (3.6) of the two bounding algorithms is the

extra term ��� in (3.6), which accounts for the extra delays incurred by collisions.

When � out of � packets are chosen from the �-th talkspurt for some ���� ��, the

indices of those packets are in �
��� ��. The union of �
��� �� and ��� � �� � � �� is

assigned to ���� ��.

The second algorithm accounts for the collisions in its calculation, but does not gener-

ate the exact optimum average playout delay. A close look at (3.6) reveals why. Consider

a case, where for some ���� �� resulting from the algorithm, � packets are played out

from the �-th talkspurt and cause a collision between the �-th and �� � ��-th talkspurt.

The � packets from the �-th talkspurt chosen to be played out are those with the � smallest

normalized playout delays. The algorithm thus does not consider the case where playing

out some other � packets from the �-th talkspurt would not incur a collision (or as severe

a collision) to the �� � ��-th talkspurt.

It is worth noting that it is not necessary to keep track of the identities of every packet

to be played out in ���� ��. It suffices to keep track of the number of packets in each

talkspurt, the normalized delays, and the sender timestamps of the earliest and latest of

the packets being played out. We found it simpler to present the algorithm as described

above.

3.3.4 Computational complexity

The time complexity of the first algorithm is ��� �� �� and the space complexity is

��� � ��. The total number of packets in a trace, � , easily exceeds 30,000 for a trace

lasting longer than 10 minutes. A closer look at (3.3) reveals that � can vary only from

0 to �����
����

 in a real trace. If all talkspurts but one, in a trace, contain only one

packet, then �����
����

 is approximately� , and the time and space complexities are

as indicated above. On the other hand, if all talkspurts in a trace have the same number
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of packets, then �����
����

 is ��� . This decreases the time complexity to ��� ��.

The space complexity also reduces to ����.

The second algorithm has higher time and space complexities; the time complexity is

���� ����, and the space complexity also ��� � ����.

In some cases, it is possible to partition talkspurts into groups such that no two talk-

spurts from different groups collide. In this case, we can apply the second bounding

algorithm to groups, and treat groups as talkspurts under the first bounding algorithm to

obtain the upper bounds. This two-step computation can be used to reduce the algorithm’s

running time. If such a grouping eventually yields groups with only one talkspurt, the ex-

act optimum average playout delay is calculated using the first bounding algorithm for

the trace.

In this section, we have introduced two algorithms that provide the lower and upper

bounds on the optimum average playout delay. The results from these two algorithms

will be used later in Section 3.4.4 to compare the performance of various on-line adaptive

algorithms.

3.4 On-line Adaptive Algorithm Based on Past History

In this section we present a new adaptive, on-line playout delay algorithm and discuss

its motivation, design, and implementation. In Section 3.4.1 our observations regarding

existing playout delay algorithms, and how they motivated the design of a new algorithm,

are discussed. In Section 3.4.2 the new algorithm is presented in pseudo-code. In Sec-

tion 3.4.3 we look into the implementation issues of the algorithm. In Section 3.4.4 we

compare the new algorithm with others and with the bounds presented in Section 3.3.

3.4.1 Motivation

Let us first consider the playout delay adjustment algorithms Algorithm 1 and Algo-

rithm 4 introduced in [48]. We relabel these as Algorithms 3.1 and 3.2, and present them
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for completeness in this chapter. These two algorithms are based on stochastic gradi-

ent algorithms used in estimation and control theory [30], and operate by estimating two

statistics characterizing the network delay incurred by audio packets: the delay itself, and

a variational measure of the observed delays. Each of these estimates is recomputed each

time a new packet arrives.

� � �
�����	

� �
 � �� ���
 � ��� �� ���

�!�
 � ��!���
 � ��� ��




� �
 � ���






Figure 3.4. Pseudo code of Algorithm 3.1

Let � �
 and �!�
 be estimates of the packet delay and variational measure of the �-th

packet of the �-th talkspurt, respectively. At the beginning of a new talkspurt, the playout

delay ��
 is estimated as follows:

��
 � � 
����


�� � ��!
����


�� (3.8)

Here � is a variation coefficient and provides some slack in playout delay for arriving

packets. The larger the coefficient, the more packets that are played out at the expense of

longer playout delays. It is thus a parameter which can be used to control the delay/loss

tradeoff incurred under Algorithms 3.1 and 3.2. It is used as such later in our simulations.

Algorithms 3.1 and 3.2 both use (3.8) to determine the playout delay for a talkspurt;

they only differ in how they calculate � �
 and �!�
. The algorithms themselves are given in

Figures 3.4 and 3.5.

Algorithm 3.1 is a linear filter that is slow in catching up with a change in delays,

but is good at maintaining a steady value, when �� � ��, the gain of the estimator, is set
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IF (mode == NORMAL)
IF �




 ���
 � �����





 � 


�!���





 � 	 � ����

var = 0;
mode = SPIKE;

ELSE
var = var/2 �




� ���
 � �����
 ��� � � ���
 � �����
 ���



;

IF (var � ��)
mode = NORMAL;
�����
 � �����


�����
 � ���

return;

IF (mode == NORMAL)
� �
 � �
�	� � ���
 � �
��� � � ���
 ;

ELSE
� �
 � � ���
 � ���
 � �����
 ;

�!�
 � �
�	� �



 ���
 � � �





� �
��� � �!���
 ;
�����
 � �����


�����
 � ���

return;

Figure 3.5. Pseudo code of Algorithm 3.2

to be very low. We use a specific value of � � �
�����	 chosen for NeVoT1.4 in our

simulations. The choice of � is further discussed in Section 3.4.4

Algorithm 3.2 shown in Figure 3.5 has two modes of operation, depending on whether

a spike has been detected. In normal mode, it operates like Algorithm 3.1 with a different

gain, but in spike-detection mode,  �
 is updated differently.

Figure 3.6 plots the playout delay of Algorithms 3.1 and 3.2 as well as that of our

new algorithm, Algorithm 3.3 (to be described shortly) for a given delay trace. In Figure

3.6 the �-axis indicates the elapsed time since the beginning of a session. A diamond

plots the end-to-end queueing delay of a packet received at that point in time. Solid

rectangles delineate talkspurt boundaries. The playout delay computed by each of the
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Figure 3.6. Delay estimates of three algorithms

three algorithms is indicated by a horizontal line that is as long (in the �-dimension) as

the talkspurt.

From the figure, we see that Algorithm 3.1 computes the playout delay in such a way

that the playout delay begins to increase only well after the delay spike has occurred.

Note that under Algorithm 3.1, the packets at the beginning of the talkspurt beginning at

approximately 13 seconds, are lost. This is because Algorithm 3.1 uses a delay estima-

tor that reacts too slowly to delay spikes. Algorithm 3.2, on the other hand, computes

a playout delay that reacts quickly to the delay spike. For example, the playout delay

computed via Algorithm 3.2 for this high-delay talkspurt is such that no packets are lost.

In the subsequent talkspurt, however, the playout delay is underestimated by Algorithm

3.2 and many packets are lost. The problem here is that Algorithm 3.2 attempts to track

the network delays too closely and loses packets whenever its delay estimate is small,

and the following talkspurt begins with packets that have suffered an even slightly higher

66



delay (i.e, the talkspurt beginning near time 16 and beyond). In the following section, we

discuss the design of a new algorithm based on these observations.

3.4.2 Design

( 1) IF (mode == SPIKE)
( 2) IF ( ��
� � tail * old d) /* the end of a spike */
( 3) mode == NORMAL;
( 4) ELSE
( 5) IF ( ���
 � ���� * ��
) /* the beginning of a spike */
( 6) mode = SPIKE;
( 7) old d = ��
; /* save ��
 to detect the end of a spike later */
( 8) ELSE
( 9) IF (delays[curr pos] � curr delay)
(10) count -= 1;
(11) distr fcn[delays[curr pos]] -= 1;
(12) delays[curr pos] = ���
;
(13) curr pos = (curr pos+1) % w;
(14) distr fcn[ ���
] += 1;
(15) IF (delays[curr pos ] � curr delay)
(16) count += 1;
(17) WHILE (count � w � q)
(18) curr delay += unit;
(19) count += distr fcn[curr pos];
(20) WHILE (count � w � q)
(21) curr delay -= unit;
(22) count -= distr fcn[curr pos];

Figure 3.7. Pseudo code of Algorithm 3.3

Let us first informally describe Algorithm 3.3. The key idea behind our new algorithm

is to collect statistics on packets that have already arrived and to use them to estimate

the playout delay. Instead of using the linear filter mechanism, each packet’s delay is

logged and the distribution of packet delays is updated at every packet arrival. When a

new talkspurt starts, our algorithm calculates a given percentile point " in the distribution
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function of the packet delays for the last # packets, and uses it as the playout delay

for the new talkspurt. As in Algorithm 3.2, Algorithm 3.3 detects spikes and behaves

accordingly: once a spike is detected, it stops collecting packet delays and follows the

spike until it detects the end of a spike. Upon detecting the end of a delay spike, it

resumes its normal operation. As shown in Section 3.2, the delays of packets in a spike

decrease in a linear fashion. Thus it is reasonable to use the delay of the first packet of a

talkspurt as the playout delay for the talkspurt, if a new talkspurt begins during a spike.

In the next paragraph we give a high-level description of the algorithm. The algorithm is

also presented in C-language-like pseudo code in Figure 3.7, and is referred to during the

design description below.

Algorithm 3.3 operates in two modes. For every packet that arrives at the receiver, the

algorithm checks the current mode and, if necessary, switches its mode in lines 1 - 7 of

Figure 3.7. Lines 9 - 22 update the delay distribution in normal mode. If a packet arrives

with a delay that is larger than some multiple of the current playout delay, the algorithm

switches to spike-detection mode. The end of a spike is detected in a similar way: if the

delay of a newly arrived packet is less than some multiple of the playout delay before the

current spike, the mode is set back to normal. Two parameters head and tail are used in

lines 5 and 2 of Figure 3.7 in detecting the beginning and end of a spike. To determine

the sensitivity of the algorithm to these parameters, we varied head from 2 to 20 and tail

from 1 to 4 and evaluated Algorithm 3.3 using our delay traces. We found the algorithm

to be relatively insensitive to values of head between 2 and 10, and of tail between 1 to

3. We chose 4 and 2 for head and tail in our simulations, as multiplication by powers of

2 can be implemented as shift operations.

Depending on the current mode, the playout delay for the next talkspurt is estimated

differently in each mode as shown in Figure 3.8. In spike-detection mode, the delay

of the first packet of a talkspurt becomes the estimated playout delay for the talkspurt.
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(1) IF (mode == SPIKE)
(2) ��
 = ���
;
(3) ELSE (mode == NORMAL)
(4) ��
 = curr delay;

Figure 3.8. Pseudo code of Playout Delay Estimation in Algorithm 3.3
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Figure 3.9. Delay Distribution of Traces

Otherwise, curr delay, which is the given percentile point of delay based on previous

statistics of packet delays, is used.

3.4.3 Implementation

All of the algorithms are executed every time a packet arrives at the receiver. Since

the packetization interval of audio packets varies from 16ms to 32ms [24], the algorithms

should be efficient enough to run 30 to 60 times a second, while leaving enough process-

ing power for other activities. For Algorithm 3.3, lines 9-22 consist primarily of updating
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counters and are integer operations. Theoretically its time complexity is proportional to

the number of packet delays, w, that are stored. However, since most delay distributions

are bell-shaped (Figure 3.9 plots these distributions from our six traces), it is expected to

execute only a few loops, and thus in practice, we expect that the time complexity per

packet for this algorithm to be constant.

(1) WHILE (there is a packet in a trace file)
(2) fetch a packet;
(3) first checkpoint;
(4) packet processing of the algorithm;
(5) second checkpoint;

Figure 3.10. Playout Delay Estimation of Algorithm 3.3

To verify our hypothesis, a simple experiment was devised to measure the running

time of our algorithm as well as that of Algorithm 3.1. Our measurements were per-

formed as shown in Figure 3.10. The difference in time between the first and second

checkpoints is accumulated over the entire trace of packets and the sum is divided by the

number of packets in a trace. We ran the simulator on an SGI Indy R4600(134MHz) IRIX

5.2 and used the gettimeofday() system call for checkpointing. If the simulator is

interrupted by other processes between two checkpoints, the time difference between two

checkpoints includes not only the running time of our simulator, but also that of other pro-

cesses. This impedes the exact measurement of algorithm running time, and affects both

algorithms. To minimize the effect of this extraneous measurement, our experiments were

run under light-loads, and checkpointed every 10000 packets. In addition we performed

the same measurement for the case that the time to execute the algorithm 10,000 times

was measured. All experiments on six traces gave the same order of magnitude value of

less than 200�s for the per-packet processing of the algorithm – a relatively small amount

of time given that packets are generated every 20ms. Algorithm 3.1 was also simulated
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and run through the same set of experiments. We found no significant difference in the

running times of Algorithms 3.1 and 3.3.

The space complexity of Algorithm 3.3 is linear in w, the window size of past his-

tory in number of packets, because delays of the previous w packets must be stored. The

length of the history determines how sensitive the algorithm is in adapting to the change.

If it is too short, the algorithm will have a myopic view of the past and is likely to produce

a poor estimate of the playout delay. If it is too long, the algorithm will keep track of an

unnecessarily large amount of past history. One potential weakness of our algorithm is

that it may be slow to adapt to a steady increase or decrease in the “baseline” delays in

the case of clock drifts. The decision on the length of history was made after evaluating

the algorithm with different lengths of history. For lengths of history below 10,000 pack-

ets the performance degraded as the length became shorter. Above 10,000 packets, any

performance enhancement was marginal. Thus in the results reported in the following

section, the length of history w is set to 10,000 packets, corresponding to 200sec of time

in the absence of silence periods. This results in a memory requirement of 40,000 bytes

with 4-byte integers – a negligible amount of memory in today’s workstations.

3.4.4 Comparison of Delay Adaptation Algorithms with Bounds

As mentioned in the introduction to this chapter, we compare the average playout

delay vs. loss percentage produced by the different playout delay adaptation algorithms.

To evaluate Algorithms 3.1 to 3.3, we designed and implemented a simulator that reads

in the sender and receiver timestamps of each packet from a trace, determines if it has

arrived before the playout time that is computed by a specific algorithm, and executes the

algorithm. The simulator calculates the average playout delay and loss percentage for the

given trace and outputs them. This allows us to compare the algorithms under the same

conditions.
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In Figure 3.11 the average playout delay is plotted as a function of the loss percentage

for each algorithm. In the absence of any specific reference, all figures mentioned in this

section are from Figure 3.11.

For Algorithms 3.1 and 3.2, instead of using the buffer size as the control parameter

to be varied to achieve different loss percentages (as was done in [48]), here we varied �

in (3.8). The range of values for � varies from 1 to 20 in our simulations. In Figure 3.11

a diamond for Algorithm 3.1 and a plus for Algorithm 3.2 are used explicitly to mark the

� value of 4, which was used in [48].

For Algorithm 3.1, we ran a set of simulations to determine the sensitivity of the

algorithm to the value of �. For �
�� � � � �
���, the algorithm’s performance did not

change dramatically. For � � �
��, however, the performance degraded. The specific

value of 0.998002 was chosen for NeVoT1.4, and we used this value in our simulations.

Since Algorithm 3.3 does not use the mean or variational measure, it is parameterized

by the percentile point of 50% to 100% on the figures. On the graphs of Algorithm 3.3,

99% and 97% points are marked with a square and a cross: the former represents the 99%

point and the latter 97%.

As the algorithms for bounding performance use normalized delays in their calcula-

tion of average playout delay, the average playout delay of Algorithms 3.1 to 3.3 is also

normalized by subtracting �� from it; these normalized average playout delays are plotted

in the figures. The lower and upper bounds of the optimum average playout delay always

lie below the graphs of Algorithms 3.1 to 3.3, since they are the theoretically optimum

(minimum) bounds of the average playout delay for any given loss percentage. Algo-

rithms 3.1 to 3.3 yield a single playout delay vs. loss percentage for each value of the

control parameter (variation coefficient or percentile point). The graphs of Algorithms

3.1 to 3.3 are generated by varying these control parameters and connecting these pairs.

Our figures illustrate several interesting points. First, note that the upper and lower

bounds on the optimum playout delay versus loss tradeoff are quite close, as long as the

72



loss percentage is 1% or more. (3.3) and (3.6) thus provide very tight lower and upper

bounds on the optimum average playout delay for loss percentages in the range of interest.

Trace 3.2 in Figure 3.11(b) was collected between two multicast sites on the MBone

during busy hours. The network loss percentage between the sender and the receiver is

a horrendously high 58%. It also has a long blackout period of almost 2min, when no

packets arrived at the sender. This blackout phenomenon on the MBone is reported in

[59].

Trace 3.3 in Figure 3.11(c) was also collected during busy hours, but using unicast

connections over the Internet. It suffered a network loss percentage of 17%, which is far

lower than that of Trace 3.2, but still far from the desirable range of 2 to 5%. For Trace

3.3, all three algorithms show similar average playout delays near 350msec on the �-axis

for marked points.

In (d), (e), and (f) of Figure 3.11, Algorithm 3.3 performs best in all points, nearly

touching the optimum delay in Figure 3.11(e). All four marked points on the graphs are

close in their �-coordinates, but their �-coordinates are somewhat dispersed. The marked

points of Algorithm 3.2 are consistently positioned to the right of other marked points on

the �-axis, which means it drops more packets due to late arrival for a given playout delay.

This verifies our previous observation that Algorithm 3.2 underestimates the playout delay

after spikes.

3.5 Conclusion

In this chapter we have focused on the tradeoff between packet playout delay and

packet playout loss. We presented algorithms for computing upper and lower bounds

on the optimum (minimum) average playout delay for a given number of packet losses

(due to late arrivals) at the receiver for a given trace of packet delays. These bounds were

shown to be tight for a range of loss and delay values of interest, and are important as they

provide a bound on the achievable performance of any adaptive playout delay adjustment
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algorithm. We also presented a new adaptive delay adjustment algorithm that tracks the

network delay of recently received packets and efficiently maintains delay percentile in-

formation. Our new algorithm was shown to outperform existing delay adjustment algo-

rithms over a number of measured audio delay traces and performs close to the theoretical

optimum over a range of parameter values of interest.
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Figure 3.11. Comparison of three playout delay adaptive algorithms
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CHAPTER 4

CORRELATION BETWEEN DELAY AND LOSS

4.1 Introduction and Motivation

Traditional Internet applications such as telnet and ftp use TCP as their transport layer

protocol, and depend on TCP congestion control when there is congestion in the network.

In TCP, a sender increases its transmission rate additively until it experiences a packet

loss, which is taken as an indication of congestion. The sender then decreases its trans-

mission rate multiplicatively, thus reacting quickly to the inferred congestion. As a result

of this behavior, the transmission rate of the TCP sender is determined by the level of

congestion in the network.

Continuous media applications, on the other hand, usually react to network congestion

with less flexibility (if at all), due to their more stringent timing constraints. Continuous

media applications can be not only loss-adaptive, but delay-adaptive as well. That is,

they can have either a fixed playout time, or adapt to changes in packet delay and set

the playout time accordingly as discussed in Chapter 3 and in [48, 39]. Such adaptive

applications keep track of packet delays, and reflect any change in packet delays in their

calculation of “playout time.”

Given the above discussion, it is clear that packet loss and delay have tremendous

impact on continuous media applications. Both loss and delay result from buffering within

the network. As packets traverse the network, they are queued in buffers (thus adding to

their end-end delay) and from time to time are dropped due to buffer overflow. Consider

then a continuous media packet stream at a buffer that is filling up fast with packets from

other traffic sources as well. The packets from the continuous media application continue
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to be queued up in the growing packet queue together with the packets from other sources.

Continuous media packets arriving at the receiver experience progressively higher end-

end delays than earlier packets. When the buffer reaches its capacity, packet losses begin

to occur. The receiver of the continuous media application thus sees increased delay, and

eventually losses.

Consider next a scenario in which packets from a continuous media application arrive

at a buffer that is already full. In this case, they are dropped. As other sources (e.g, TCP

connections) detect congestion and decrease their transmission rate, the queue length at

the buffer will decrease, and packets from the continuous media application will start to

be queued, rather than dropped. In this scenario, the receiver sees losses followed by high,

but possibly decreasing, packet delays.

The two examples above are plausible scenarios. In the first example, the receiver

could have taken the increased delay as an indication of likely future packet loss; in the

second scenario, the decreasing delay following loss indicates a future uncongested period

of time. In both cases, the application could adapt its behavior accordingly. But do we

expect such scenarios to occur (or be detectable) often in practice? Note that there are

a number of implicit assumptions in the discussion above, including a single bottleneck

link and presumed behavior by other competing applications. If delay is indeed affected

by loss, or vice versa, how temporally close are they? What is causing such correlated

behavior in the network? How can we exploit such information at the end-system? These

are some of the issues that we touch on in the following sections.

In this chapter we report the correlation between delay and loss observed by a continu-

ous media traffic source on the Internet. Our goal in undertaking this study is to determine

the extent to which one performance measure could be used as a predictor of the future

behavior of the other (e.g., whether observed increasing delay is a good predictor of fu-

ture loss) so that an adaptive continuous media application might take anticipatory action

based on observed performance. In this study, we ran numerous hour-long experiments in
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which packets were periodically sent from a source to a destination. We measured the per-

packet delay and packet loss and then analyzed our measurements off-line. Our results

provide a quantitative study of the extent to which such correlation exists. Interestingly,

we observe periodic phenomena in the correlation that we had initially not expected. We

discuss our results, speculate on the observed behaviors, and discuss their implications

for adaptive continuous media applications.

The rest of the chapter is organized as follows. In Section 4.2, we describe the tool

used to collect measurements, and discuss the technical issues surrounding the measure-

ment process and the evaluation of the empirical results. We introduce a quantitative

measure for correlation between delay and loss in Section 4.3, and apply it to analyze the

measurements in Section 4.4. Section 4.5 concludes this chapter with a summary.

4.2 Measurement

To collect end-end delay and loss data for a continuous media source, we built a

tool [38] that generated packets with RTP headers [53, 52] at a fixed, periodic rate. The

default RTP header has a fixed length of 12 bytes, and includes the version number, se-

quence number, media-specific timestamp, and source identifier. The sequence number

is increased by one per packet, while the increment of a timestamp is dependent on the

payload type. We maintained a log at both the source and the destination of real times-

tamps from the system clock along with the RTP sequence number and media-dependent

timestamps; these are used to calculate end-end delay. To minimize the load inside the

network, each packet had only the 12-byte RTP header, and did not carry any payload

data.

To generate packets at a periodic interval of less than 100ms, we use the workstation’s

audio device for timing. Most workstations provide a timer in their operating systems,

but its granularity is usually in hundreds of milliseconds, and not fine enough for our

measurement purpose. Audio devices on most workstations interrupt the operating system
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Trace Receiver Start time at Sender Duration Loss Prob.
4.1 UV 11:12pm, Tu, 2/11/97 1800sec 0.027
4.2 WashU 7:31pm, Mo, 3/24/97 2348sec 0.010
4.3 GaTech 7:10pm, Tu, 3/26/97 1864sec 0.041
4.4 UWash 7:58pm, Fr, 3/28/97 2343sec 0.013
4.5 UTexas 7:23pm, Tu, 2/18/97 1808sec 0.091
4.6 SICS 9:53pm, Mo, 3/24/97 2228sec 0.23

Table 4.1. Traces Used in Chapter 4

when the audio buffer is full, with the interval between two consecutive interrupts being

in the tens of milliseconds. The application programming interface to the audio device on

most workstations allows the fine-tuning of the interrupt interval by changing the audio

buffer size. We used the audio device interrupt to generate packets periodically at 20 ms

intervals.

Because timing and delay were so critical to our measurements, it was important for us

to verify that packets were indeed being sent at 20 ms intervals, and not being inordinately

delayed in the operating system or network interface. We thus first ran a 30-minute-long

experiment between two SGI Indy machines on the same branch of a LAN. The results

showed that there was no loss between the two machines, and that sender packet inter-

departure times were kept almost constant at 20ms.

We collected six sets of measurements between February and March of 1997. Table

4.1 describes when and where the measurements took place. All the traces originated

from two machines at the University of Massachusetts. Traces 4.1 - 4.3 were to sites on

the east coast, Traces 4.4 and 4.5 to sites on the west coast, and Trace 4.6 to an European

site.

As discussed in Chapter 2, impairments in measured delays due to unsynchronized

clocks should be addressed before the measure delays could be analyzed. The first im-

pairment we consider is the clock skew. If the clocks at the source and destination are

not synchronized, and have a frequency drift, the delay measurements show a gradual
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(a) Before the skew is removed. (b) After the skew is removed.

Figure 4.1. Scatter-plots of delay from Trace 4.1 before and after the skew removal

increase or decrease over time depending on which clock is faster. Figure 4.1(a) plots the

packet timestamp at the sender versus per-packet delay from Trace 2.1, showing a gradual

decline of delay over time from Trace 4.1. In this case, the sender clock is faster than the

receiver clock. We used the Linear Programming algorithm presented in Chapter 2 to

remove the skew in delay measurements. Figure 4.1(b) presents the delay after the skew

is removed.

Another issue to be considered is routing. If packets are routed through different paths

to the destination, the resulting delays and losses at the destination come from different

queues in the network. This would complicate our analysis of correlation between losses

and delays. A recent study by Paxson [45] suggests that route changes can be detected by

out-of-order deliveries of packets (although out-of-order packets do not necessarily imply

a route change). In his traces, less that 1% of packets were delivered out of order. In all

our traces, out-of-order packets constitute less than 0.1% of the total number of packets.

We do not consider out-of-order packets in our analysis below.
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4.3 Correlation between Delay and Loss

Let us now introduce the notation to be used in our data analysis. We define the

following:

� � : length of a trace.

� �: packet sequence number, � � � � �

� ��: indicates whether a packet is lost or delivered, � � �� 	� 
 
 
 � � ;

�� �

���	��

�� if the packet is lost.

�� if the packet is delivered to the destination.

� ��: delay of the �-th packet after the skew is removed. �� 
 �. If �� � �, i.e., if the

�-th packet is lost, arbitrarily take �� to be �.

� � : number of packets that are delivered to the destination. Note that � � � and

� �
�	

������ ��� � � .

� �� � �	
��� ���� : sample mean delay. We call it unconditional mean delay.

� �� � �	
������ ����� : loss rate.

Before proceeding to quantify the correlation between delay and loss, we first look at

the autocorrelation of delay. The autocorrelation of delay at lag � is:

�� �

�	
������ � �������� � ����	

������ � ����

As shown in Figure 4.2, the autocorrelation of delay eventually dies out over time as

the lag increases. Trace 4.3, however, stands out from others. Since the autocorrelation

of Trace 4.3 shows that delays with a lag of approximately �� are correlated, Trace 4.3
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Figure 4.2. Autocorrelation of Delay
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shows periodicity in other measures of performance, as we discuss it in the next section.

The delay autocorrelation delay is another performance measure with which to assess the

temporal correlation of data.

In order to quantify the correlation between delay and loss, we consider the sample

mean delay conditioned on loss, as discussed below. We cannot use the correlation be-

tween delay and loss, because they represent different aspects of a phenomenon, and their

values are not compatible. Furthermore, since a packet either arrives at a receiver with a

finite delay, or does not arrive at all, we cannot calculate the sample mean delay of packets

conditioned on their own loss.

We introduce a lag in calculating the sample mean delay conditioned on loss. Specif-

ically, the sample mean delay, conditioned on a loss occurring at a time lag � packets in

the past, is the sample mean of delay of all packets in the trace that have a loss � packets

before them in the trace. That is,
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�$�������� � �� �
�

��

�
��	 �� where 	 � �� � �
�� � � and �
 � �
 (4.1)

�$�������� � �� � �$�������� � ��� �� (4.2)

We will refer to the above quantity of (4.1) as the sample mean delay conditioned on

loss, and (4.2) as the normalized sample mean delay conditioned on loss. If the sample

mean delay conditioned on loss at a positive lag of � is higher than the sample mean

delay (i.e., the delay averaged over all received packets), it means that packets that arrive

� packets after a loss have a higher average delay than a randomly chosen packet. That

is, a loss occurring � packets in the past can be taken as a precursor to a higher delay

later. A literal interpretation of a higher conditional average delay at a negative lag is less

intuitive. In such a case, a loss can be thought of as an indicator of higher delay in the

past. We revisit this issue later in this section.

The sample mean delay conditioned on loss at a positive lag allows us to look at

delays of future packets following a loss event. To look at future loss conditioned on

current packet delay, we can count the number of packets lost at a specific lag from a

packet experiencing a given delay. This is expressed by the following:

�� � ��� � �� � � and ���� � %
� (4.3)

Here, we are counting the losses conditioned on a packet at time lag � having a delay

above a given threshold, % . By varying % within the range of �� and 	 ��, we can observe

how sensitive the losses are to the delays. Figure 4.3 plots the loss conditioned on delay as

in (4.3). The threshold values used in calculation are 1, 1.5, and 2 times the unconditional

mean delay. Figure 4.3 indicates that the loss conditioned on delay as a function of lag,

computed via (4.3), is not particularly sensitive to the threshold value. Trace 4.3 stands

out from other traces due to its definite periodicity.
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Figure 4.3. Loss Conditioned on Delay
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4.4 Analysis of Measurements

Figure 4.4 plots the normalized sample mean delay of all six traces listed in Table

4.1, using (4.1). The range of the lag is between ���� and ���, which corresponds to 10

seconds in both positive and negative directions. All traces show higher loss-conditioned

average delay near lag �. This can be explained by an FCFS buffering process where

packets that enter the queue just before an overflow experience a large queueing delay

(since the queue is nearly full). Similarly, those packets successfully entering the buffer

soon after an overflow event will also see a large queueing delay, since the queue is still

nearly full

Another general observation of the graph is that the loss-conditioned average delay

shows periodic behavior, dropping below the value of the unconditional mean delay at a

given time lag and then rising again above that value for a larger lag. Traces 4.2 and 4.4

have a trace loss probability of less than 0.03. Their graphs show a well-pronounced rise

between lags of �� and ���, a few more after lag ��� and when lags are negative. As the

loss probability increases from those traces to Traces 4.3, 4.5, and 4.6 in an increasing

order, the correlation graph flattens out.

These observations raise several interesting questions. First, what causes the oscilla-

tions in Traces 4.2 and 4.4? Why is it located between lag of �� and ���. Why does it

disappear as the loss probability increases?

We can suggest a few possible answers these questions if we first make a few assump-

tions. First, assume that there is just one congested link along the path from a source to

a destination, and that packets are delayed or dropped mostly at that link. This allows us

to focus on single-hop behavior, and the impact of other traffic sources on the observed

performance of our probe traffic. Second, let us assume that a significant number of the

sources that are competing in this bottleneck queue use some form of TCP congestion

control. All applications on the Internet use either TCP or UDP as their transport proto-

col. Theoretically applications that use UDP can consume unlimited bandwidth, and their
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behavior is unpredictable. However, most continuous media applications using UDP try

to transmit at a fixed rate that is typically determined by the bottleneck bandwidth.

These two assumptions allow us to focus on the impact of other traffic sources on

our probe traffic at a single congested link. Returning back to our earlier observations

regarding oscillations, the oscillations may be explained by some form of synchronization

among traffic sources. The synchronized sources may cause the oscillations in the graphs

of the sample mean delay conditioned on loss with the loss probability less than �
��.

When congestion is detected in the network, all TCP sources whose packets are routed

through the congested link initiated congestion avoidance when a loss is detected and

cut down the size of their congestion windows. Depending on the round-trip time from

those sources to their destinations, they will then start to increase their window size, until

congestion again occurs at this link. In this scenario, the loss events in the congested

link serve to synchronize the increase and decrease in traffic offered by the TCP sources

passing through this link. The continuous media source, which can be thought of as a

periodic “probe” that samples the congested queue state, thus observes the periodic rise

and fall of traffic (and the concomitant rise and fall in delay) that occurs as a result of

loss-induced synchronization among TCP connections passing through this link.

Earlier simulation work reported that TCP sources can behave in such a synchronized

fashion [55]. A recent study observed in simulations that a UDP source sees more losses

if the interfering traffic from TCP sources is synchronized [51]. We note that the impact

of synchronized TCP sources on the correlation of delay and loss requires further study

in simulations.

Trace 4.6 stands out from other traces because it shows very little fluctuation in its

loss-conditioned average delay over the entire range of lags. This can be explained by

noting that the trace was collected over a very lossy link between UMass and Sweden.

The loss probability is over 0.20 – more than an order of magnitude larger than that

of any other traces. The high loss probability is an indication of heavy congestion on the
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bottleneck link. We conjecture that as more losses are detected by the sources, the sources

adjust their congestion windows more often, and their self-synchronization becomes less

prominent.

4.5 Conclusions

The analysis of the delay and loss measurements using the sample mean of delay con-

ditioned on loss shows that it is likely that the packet delay would increase in a near future

if a packet loss is detected. The loss conditioned on delay, on the other hand, is shown to

be not sensitive to the threshold values of delay. Also we observe that some traces exhibit

an oscillatory behavior when viewed using the sample mean delay conditioned on loss.

We believe that this knowledge about correlation between delay and loss can be uti-

lized in design and improvement of application-level congestion control and repair mech-

anisms at end hosts.
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Figure 4.4. Normalized sample mean delay Conditioned on Loss
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CHAPTER 5

INFERENCE OF INTERNAL LOSS RATES IN THE MBONE

5.1 Introduction

As the Internet grows in size and diversity, its internal performance becomes harder

to measure. Any one organization has administrative access to only a small fraction of

the network’s internal nodes, while commercial factors often prevent organizations from

sharing internal performance data. As discussed in Section 1, end users have limited

access to the information about the internal dynamics of the network. End-to-end mea-

surements using unicast traffic do not rely on administrative privileges, but it is difficult

to infer link-level performance from them and they require large amounts of traffic to

cover multiple paths. There is a need for practical and efficient procedures that can take

an internal snapshot of a significant portion of the network.

Cáceres et al. have developed a measurement technique that addresses these prob-

lems. Multicast Inference of Network Characteristics (MINC) [36] uses end-to-end mul-

ticast traffic as measurement probes. It exploits the inherent correlation in performance

observed by multicast receivers to infer the loss rate and other attributes of paths between

branch points in a multicast routing tree. These measurements do not rely on adminis-

trative access to internal nodes since they are done between end hosts. In addition, they

scale to large networks because of the bandwidth efficiency of multicast traffic.

The intuition behind packet loss inference is that the event that a packet has reached

a given internal node in the tree can be inferred from the packet’s arrival at one or more

receivers descended from that node. Conditioning on this event, we can determine the
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Figure 5.1. Example of a multicast tree and a multicast packet loss

probability of successful transmission to and beyond the given node. Consider, for ex-

ample, a simple multicast tree in Figure 5.1 with a root node (the source), two leaf nodes

(the receivers #1 and #2), a link from the source to a branch point (the shared link), and

a link from the branch point to each of the receivers (the links to the receivers #1 and

#2). The source sends a stream of multicast packets sequenced from 1 to 3 through the

tree to the two receivers. As illustrated in the figure, if the second packet reaches only

the receiver #1, we can infer that the packet reached the branch point. Thus the ratio of

the number of packets that reached both receivers to the number that reached only the

right receiver gives an estimate of the probability of successful transmission on the left

link. The probability of successful transmission on the other links can be found by similar

reasoning.

It is not immediately clear whether this technique applies to more than just binary

trees or whether it enjoys desirable statistical properties. Cáceres et al. [5] extended this

technique to general trees and showed that the estimate is consistent, that is, it converges
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to the true loss rates as the number of probes grows. More specifically, a Maximum Like-

lihood Estimator (MLE) for internal loss rates in a general tree was developed assuming

independent losses across links and across probes. They derived the MLE’s rate of conver-

gence and established its robustness with respect to certain violations of the independence

assumption. They also validated these analytical results using the ns simulator [42]. We

give a brief account of these results in Section 5.2.

In more recent work [6], Cáceres et al. explored the accuracy of the MLE estimates

for packet loss under a variety of network conditions. Again using ns simulations, they

evaluated the error between inferred and actual loss rates, varying the network topology,

propagation delay, packet drop policy, background traffic mix, and probe traffic type.

They report that, in all cases, MINC accurately inferred the per-link loss rates of multicast

probe traffic.

In this chapter, we further validate MINC through experiments under real network

conditions, and study MINC given a limited number of observations. We used a collection

of end hosts connected to the MBone, the multicast-capable subset of the Internet [31].

We chose one host as the source of multicast probes and used the rest as receivers. We then

made two types of measurements simultaneously: end-to-end loss measurements between

the source and each receiver, and direct loss measurements at every internal node of the

multicast tree. Finally, we ran our inference algorithm on the results of the end-to-end

measurements, and compared the inferred loss rates to the directly measured loss rates.

Across all our experiments, the inferred values closely matched the directly measured

values. The differences between the two were usually well below 1% and never above

3%, while loss rates varied between 0% and 35%. Furthermore, the inference algorithm

converged well within 2-minute, 1200-probe measurement intervals.

We also study the performance of MINC estimates in comparison to the directly mea-

sured link loss rates given a limited number of packets, and under a wide range of values

of loss rates and different tree topologies. The simulation results help us understand how
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rapidly the differences between MINC estimates and the directly measured link loss rates

decrease as the loss rate, tree depth, and tree branching factor change.

The rest of this chapter is organized as follows: Section 5.2 describes the MINC meth-

odology; Section 5.3 presents the design and results of our MBone experiments; Section

5.4 presents the simulation results of the MINC performance given a limited number of

packets and a wide range of parameters; Section 5.5 surveys related work; and Section

5.6 offers some conclusions.

5.2 MINC Methodology

In this section we give a summary of the MINC methodology.

5.2.1 Statistical inference

MINC works on logical multicast trees. A logical tree is one where all nodes, ex-

cept the root and the leaves, have at least two children. A physical tree can be converted

into a logical tree by deleting all nodes, other than the root, that have only one child and

then collapsing the links accordingly. A link in a logical tree may thus represent multi-

ple physical links. This conversion is necessary because inference based on correlation

among receivers cannot distinguish between two physical links unless these links lead to

two different receivers. Henceforth when we speak of trees we will be speaking of logical

trees.

5.2.1.1 Inference algorithm

The model for loss on a multicast tree assumes that packet loss is independent across

different links of the tree, and independent between different probes. With these assump-

tions, the loss model is specified by associating a probability �
 with each node � in

the tree. �
 is the probability that a packet is transmitted successfully across the link

terminating at node �, given that it reaches the parent node ���� of �.
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When a probe is transmitted from the source, we can record the outcome as the set

of receivers the probe reached. The loss inference algorithm is based on probabilistic

analysis that allows us to express the �
 directly in terms of the expected frequencies

of such outcomes. More precisely, for each node � let &
 denote the probability of the

outcome that a given packet reaches at least one receiver that has � as an ancestor in

the tree. Let �
 denote the probability that a given packet reaches the node �, i.e., �
 �

�
�
��
� 
 
 
 �
� where ��� ��� 
 
 
 � �� is the chain of� adjacent nodes leading back from

node � to the root of the tree. Then it can be shown that �
 satisfies

��� &
��
� �
�

����
�

��� &���
� (5.1)

where the product is taken over all nodes � in ����, the set of children of the node �. It

was shown in [5] that under generic conditions the �
 can be recovered uniquely through

(5.1) if the & are known. The �
 can in turn be recovered since �
 � �
����
�. Generally,

finding �
 requires numerical root-finding for (5.1). In the special case of a node � with

two offspring � and � �, (5.1) can be solved explicitly:

�
 �
&�&��

&� � &�� � &

(5.2)

Suppose that in place of the &
 in (5.1), we use the actual frequencies �&
 with which �

probes reach at least one receiver with ancestor �. We denote the corresponding solutions

to (5.1) by ��
 and estimate the link probabilities by ��
 � ��
� ����
�. The calculation of

the �&
 is achieved though a simple recursion as follows. Define new variables '
��� as

function of the measured outcomes of � probes by

'
��� �

���	��

� if probe � reaches node �

� otherwise
(5.3)
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if � is a leaf node, and

'
��� � ���
����
�

'���� (5.4)

otherwise. Then

�&
 � �

�

��
���

'
��� (5.5)

It is shown in [5] that the estimator ��
 enjoys two useful properties: (i) consistency: ��

converges to the true value �
 almost surely as the number of probes � grows to infinity,

and (ii) asymptotic normality: the distribution of the normalized difference
�
����
 � �
�

converges to a normal distribution as � grows to infinity. Also investigated in [5] are

the effects of correlations that violate the independent loss assumptions. Consistency

is preserved under a large class of temporal correlations, although convergence of the

estimates with � can be slower. Spatial correlations perturb the estimate continuously,

in that small correlations lead to small inconsistencies. When losses on sibling links are

correlated the perturbation is a second-order effect, in that the degree of inconsistency

depends not on the size of the correlations, but on the degree to which they change across

the tree.

Earlier papers on MINC [5, 6] contain a detailed description and analysis of the above

inference algorithm, including rules to handle special cases of the data in which the

generic conditions required for the existence of solutions to (5.1) fail. In the interests

of brevity, we omit these details from this chapter.

5.3 MBone Validation

During each of our MBone experiments, we had a source send a stream of sequenced

packets to a collection of receivers while we made two types of measurement at each

receiver. At the source, we used our mgen [38] traffic generation tool to send one 40-

byte packet every 100 milliseconds to a specific multicast group. The resulting traffic

stream placed less than 4 Kbps of load on any one MBone link. We reserved multicast
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(a) Inferred vs. directly measured loss rates (b) Difference between the two

Figure 5.2. Loss rates on link to CA when running mtrace from USC. CA experienced
an order of magnitude lower loss rates than GA (see Figs. 5.4 and 5.5). Nevertheless,
inferred and directly measured loss rates agreed closely. Differences were usually below
0.5%, never above 2%, while loss rates varied between 0 and 4%.

Physical location Abbreviation
Atlanta, Georgia GA
Cambridge, Massachusetts MA
San Francisco, California CA
West Orange, New Jersey NJ

Table 5.1. Routers at multicast branch points during our representative MBone experi-
ment.

address 224.2.130.64 and port 22778 for our experiments using the sdr session directory

tool [16]. At each receiver, we ran the mtrace [41] and mbat [27] tools to gather

statistics about traffic on this multicast group. Below we describe our use of mtrace and

mbat in more detail.

5.3.1 Direct measurements

mtrace traces the reverse path from a multicast source to a receiver. It runs at the

receiver and issues trace queries that travel hop-by-hop up the multicast tree towards the

source. Each router along the path responds to these queries with information about traffic
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Figure 5.3. Multicast routing tree during our representative MBone experiment.

on the specified multicast group as seen by that router, including counts of incoming and

outgoing packets. mtrace calculates packet losses on a link by comparing the packet

counts returned by the two routers at either end of the link.

In each of our experiments, we collected mtrace statistics for consecutive two-

minute intervals over the course of one hour. We ran a separate instance of mtrace

for each interval. Each mtrace run issued a trace query at the beginning of the interval

and another query at the end. We thus measured link-level loss rates for all thirty intervals

in one hour as shown in Figures 5.2, 5.4, and 5.5. These intervals are not exactly two

minutes long due to delays incurred in collecting responses to the queries. We recorded

timestamps for the actual beginning and end of each mtrace run to help synchronize our

inference calculations to these direct measurements.

We chose to measure two-minute intervals based on previous observations from [6].

The simulations have shown that the statistical inference algorithm at the heart of MINC

converges to true loss rates after roughly 1,000 observations. Given the 100 milliseconds

between probes in our MBone experiments, two minutes allow for 1,200 probes between
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(a) Inferred vs. directly measured loss rates (b) Difference between the two

Figure 5.4. Loss rates on link to GA when running mtrace from AT&T. The two sets of
loss rates agreed closely over a wide range of values. Differences remained below 1.5%
while loss rates varied between 4 and 30%.

measurements. As shown in Figure 5.6, 1,200 probes were indeed enough for MINC to

converge.

It is important to note that mtrace does not scale to measurements of large multicast

groups if used in parallel from all receivers as we describe here. Parallel mtrace queries

come together as they travel up the tree. Enough such queries will overload routers and

links with measurement traffic. We used mtrace in this way only to validate MINC on

relatively small multicast groups before we move on to use MINC alone on larger groups.

5.3.2 Inference calculations

We encoded the loss inference algorithm in a program called infer. infer takes

two inputs: a description of the tree topology and a description of the end-to-end losses

experienced by each receiver. It produces as output the estimated loss rates on every link

in the tree.

We determined the tree topology by combining the mtrace output from all the re-

ceivers. Along with packet counts, mtrace reports the domain name and IP address of

each router on the path from the source to a receiver. We built a complete multicast tree by
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(a) Inferred vs. directly measured loss rates (b) Difference between the two

Figure 5.5. Loss rates on link to GA when running mtrace from USC. These measure-
ments span different two-minute intervals than those from AT&T (see Fig. 5.4) because of
clock asynchrony. Nevertheless, inferred and directly measured loss rates agreed closely.
Differences were usually below 0.5%, never above 3%, while loss rates varied between 2
and 35%.

looking for common routers and branch points on the paths to all the receivers. The topol-

ogy of the MBone is relatively static due to that network’s current reliance on manually

configured IP-over-IP tunnels. These tunnels are themselves logical links that may each

contain multiple physical links. We verified that the topology remained constant during

our experiments by inspecting the path information we obtained every two minutes from

mtrace.

We measured end-to-end losses using the mbat tool. mbat runs at a receiver, sub-

scribes to a specified multicast group, and collects a trace of the incoming packet stream,

including the sequence number and arrival time of each packet. We ran mbat at each

receiver for the duration of each experiment. At the conclusion of an experiment, we

transferred the mbat traces and mtrace output from all the receivers to a single loca-

tion.

There we ran the loss inference algorithm on the same two-minute intervals on which

we collected mtrace measurements. For each receiver, we used the timestamps for the
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Figure 5.6. Inferred loss rates on the three links between UKy and USC (i.e., the links to
GA, CA, and USC) during individual 2-minute, 1200-probe measurement intervals. The
inference algorithm converged well before the measurement interval ended for all links
during all measurement intervals.

beginning and end of mtrace measurements to segment the mbat traces into corre-

sponding two-minute subtraces. Then we ran infer on each two-minute interval and

compared the inferred loss rates with the directly measured loss rates. We discuss the

results in the next section.

5.3.3 Experimental Results

We performed a number of MBone experiments using different multicast sources and

receivers, and thus different multicast trees. Inferred loss rates agreed closely with di-

rectly measured loss rates throughout our experiments. Here we discuss results from a

representative experiment on August 26, 1998. Table 5.1 lists the branch routers involved

in this experiment, and the end hosts are listed in Appendix B, while Figure 5.3 shows the

resulting multicast tree.

Figure 5.4 shows that inferred and directly measured loss rates agreed closely despite

a link experiencing a wide range of loss rates. In this case, loss rates as measured by

99



mtrace varied between 4 and 30%. Nevertheless, differences between inferred and

directly measured loss rates remained below 1.5%.

Figures 5.2, 5.4, and 5.5 all show that inferred and directly measured loss rates agreed

closely despite imperfect synchronization between infer and mtrace intervals. The

two sets of intervals do not always match because of variable network delays. The times-

tamps for the beginning and end of mtrace intervals are recorded before a trace query is

issued and after a trace query returns, both according to the clock at the relevant receiver.

However, the corresponding packet counts are recorded at the time the trace query arrives

at each router. Therefore, although the infer intervals are derived from the mtrace

intervals using the same receiver clock, the inference is not always applied to exactly

the same 1,200 probe packets as the direct loss measurement. Nevertheless, differences

between inferred and directly measured loss rates across Figures 5.2, 5.4, and 5.5 were

usually well below 1%, never above 3%.

Along the same lines, Figures 5.4 and 5.5 together show that inferred and directly

measured loss rates agreed closely for different two-minute intervals on the same link.

We have multiple sets of mtrace measurements for links shared by multiple receivers,

one set for each receiver. In these cases, we can run infer on different sets of intervals

corresponding to the different sets of mtrace intervals. mtrace intervals are differ-

ent for each receiver because of clock asynchrony between receivers and because of the

variable network delays discussed above. Nevertheless, differences between inferred and

directly measured loss rates across Figures 5.4 and 5.5 remained below 3%.

Figure 5.2 shows that inferred and directly measured loss rates agreed closely even for

links with very low loss rates. In this case, loss rates varied between 0 and 4%, an order

of magnitude lower than the loss rates in Figure 5.4. Nevertheless, differences between

inferred and directly measured loss rates were usually below 0.5%, never above 2%.

Finally, Figure 5.6 shows that the inference algorithm converged quickly to the de-

sired loss rates. Each inferred loss rate reported in Figures 5.2, 5.4, and 5.5 is the value
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calculated by infer at the end of the corresponding 2-minute, 1200-probe measurement

interval. However, infer outputs a loss rate value for every probe. Figure 5.6 reports

these intermediate values. As shown, inferred loss rates stabilized well before a measure-

ment intervals ends. Our algorithm converged after fewer than 800 probes for all links

and all measurement intervals in our experiments.

5.4 Parametric Analysis

Previous work [5, 6] on the performance of MINC shows that the MLE estimates

converge to the true loss rates as the number of observations goes to infinity. When

simulating the idealized model, there is not only the true loss rate, �, but also the measured

loss rate, we note as 
�, and in many cases what is of interest is how closely �� comes to


� and not to �. In Section 5.3 we use mbat to obtain 
� on all the links of the multicast

tree, and compare it with the MINC estimate, ��.

The loss rate of a link is determined by the amount of traffic and congestion on the link,

and also the time period during which it is meausured. Usually one is interested in loss

rates measured over an interval of length that ranges from 100ms to several minutes, since

many applications and protocols adapt to the network congestion in those time scales, and

a loss rate is an important indicator of a congestion.

In this section we extend the work further and investigate the difference between di-

rectly measured loss rates and the MINC estimates under a wide range of values for

parameters. We introduce three measures to base our comparisons on, run simulations

varying the link loss rates, tree depth, and tree branching factor, and using a limited num-

ber of observations, and present the results.

5.4.1 Difference between inferred and directly measured loss rates

In our MBone experiments we use 1,200 probe packets or 2 minutes as an inference

interval. We compared the inferred link loss rates, ��
� � � �� 
 
 
 � � , where � is the total
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number of nodes in a tree, with the actual loss rates measured by mtrace. We note that

the directly measured loss rates are not the true loss rates, �
� � � �� 
 
 
 � � : the loss rate

of a link inside the network is not a fixed constant, but changes as congestion occurs and

is resolved.

Let us denote the directly measured loss rates as 
�
� � � �� 
 
 
 � � . The difference

between inferred and directly measured loss rates in Figures 5.4 to 5.2 is not ��
��
, but

��
 � 
�
.

We design a set of simulations to study the difference between inferred and directly

measured loss rates, and compare it with the difference between inferred and true loss

rates. Also we study the impact of tree topologies on the accuracy of inferred loss rates.

The parameters of the simulations are the link loss rates, the height of a multicast tree,

and the branching factor at an internal node of the tree. All internal nodes of a tree have

the same number of childen as specified by the branching factor. Each simulation run

generates 1000 packets. All the links of a tree are assumed to have the same loss rate. We

vary the link loss rate from 0.01 to 0.3.

In the analysis we use the following three performance metrics. Let � � �(� )�

denote the multicast tree, consisting of the set of nodes ( , including the sender and the

receivers, and the set of links ).

�� �
�

�)�
�

��

���
 � 
�
� (5.6)

�� �
�

�)�
�

��

���

� ��
�*�

�
�*�

�

�
�*���
�*�

�
(5.7)

where ��*� � ����*� �� and * � ���� (5.8)

�� �
�

�)�
�

��

���
 � �
� (5.9)

Note that �� is a sample mean of the error factor in (16) from [6]. �� is the average

of the absolute difference between the inferred and directly measured loss rates, while
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Figure 5.7. �� and ��; All the links on the tree have the same link loss rates; The
branching factor is 2, and the height varies from 2 to 4. The legend shows the loss rates.
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Figure 5.8. �� and ��; All the links on the tree have the same link loss rates; The
branching factor is 6, and the height varies from 2 to 4. The legend shows the loss rates.
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Figure 5.9. ��; All the links on the tree have the same link loss rates; The branching
factor is 2 in (a) and 6 in (b); The height varies from 2 to 4. The legend shows the loss
rates.

�� uses the ratio between them. �� is the average of the absolute difference between the

inferred and true loss rates over all of the links on a tree.

We first compare �� and ��. In Figures 5.7 and 5.8 �-axis is the height of the tree, and

�-axis is the number of probe packets. In Figure 5.7(a) the +-axis plots the sample mean

of �� in 1000 simulation runs; In Figure 5.7(b), the sample mean of ��. We observe in

the figures that �� is consistently less than �� for the same values for a loss rate and a

height. Figure 5.8 illustrates the sample averages of �� and �� when the branching factor

of an internal node of the tree is set at 6. The � and � axes plot the height of the tree and

the number of probe packets as in 5.7. As in Figure 5.7 �� is consistently less than ��.

We compare �� between Figure 5.7(a) and Figure 5.8(a). As the branching factor

increases from 2 to 6, �� decreases consistently over the entire range of loss rates and

number of probe packets. This is consistent with the analytical and simulation results

from [5, 6]. We note that even when a relatively small number of 200 probe packets are

used and the loss rate is as high as 0.3, �� lies below 0.01.
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In Figure 5.9 the � and �-axes plot the height and the number of probe packets as in

Figures 5.7 and 5.8; The +-axis plots ��. As in the case of ��, �� is less as the loss rate

decreases, the height decreases, and the branching factor increases.

The simulation results show that the difference between the inferred and directly mea-

sured loss rates is less than that between the inferred and true loss rates. It is an encour-

aging finding in the sense that we generally need a smaller number of probe packets to

infer the actual link loss rates. It should be an advantage to applications that are intended

in obtaining quick estimates of loss rates.

5.5 Related Work

A growing number of measurement infrastructure projects (e.g., AMP [2], Felix [15],

IPMA [19], NIMI [43], Surveyor [56], and Test Traffic [57]) aim to collect and analyze

end-to-end performance data for a mesh of unicast paths between a set of participating

hosts. We believe our multicast-based inference techniques would be a valuable addition

to these measurement platforms. As mentioned in the previous section, we are working

to incorporate MINC capabilities into NIMI.

A lot of recent experimental work has sought to understand internal network behav-

ior from end-to-end performance measurements (e.g., see [7, 32, 44, 45]). In particular,

pathchar [21] is under evaluation as a tool for inferring link-level statistics from end-

to-end unicast measurements. Much work remains to be done in this area and with MINC

we are contributing a novel multicast-based methodology.

Regarding multicast-based measurements, we have already described the mtrace

tool [41]. In addition, the tracer tool [29] performs topology discovery through the use

of mtrace. However, mtrace suffers from performance and applicability problems in

the context of large-scale Internet measurements. First, as mentioned earlier in this chap-

ter, mtrace needs to run once for each receiver in order to cover a complete multicast

tree. This behavior does not scale well to large numbers of receivers. In contrast, MINC

105



covers the complete tree in a single pass. Second, mtrace relies on multicast routers to

respond to explicit measurement queries. Although current routers support these queries,

Internet Service Providers (ISPs) may choose to disable this feature since it gives any-

one access to detailed delay and loss information about paths inside their networks. In

contrast, MINC does not rely on cooperation from any network-internal elements.

5.6 Conclusions

We have presented experimental results that validate the MINC approach to inferring

link-level loss rates from end-to-end multicast measurements. We compared loss rates in

MBone tunnels as inferred using our technique and as measured by mtrace. Inferred

values closely matched directly measured values – differences were usually well below

1%, never above 3%, while loss rates varied between 0 and 35%. In addition, our in-

ference algorithm quickly converged to the directly measured loss rates – inferred values

stabilized well within 2-minute, 1200-probe measurement intervals. Through simulations

we show that the MINC estimates converge more quickly to the directly measured loss

rates than to the true loss rates over a wide range of parameter values.

We feel that MINC is an important new methodology for network measurement, par-

ticularly Internet measurement. It does not rely on network cooperation and it scales to

very large networks. MINC is firmly grounded in statistical analysis that is backed up by

packet-level simulations and now experiments under real network conditions.
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CHAPTER 6

CONCLUSIONS

6.1 Summary of the Dissertation

In this section we summarize the research presented in this dissertation. In Chapter 1

we presented the general framework

In Chapter 2 we have presented a framework for understanding the systematic errors

introduced in one-way network delay measurements by unsynchronized clocks, and dis-

cussed several properties desirable of a skew estimation algorithm. We developed linear

programming based (LP) algorithm to estimate the clock skew in network delay measure-

ments and compared it with three other algorithms, namely, Paxson’s, linear regression,

piece-wise minimum algorithms. We show that the LP algorithm has time complexity

of ����, where � is the number of delay measurements, and is robust in the sense that

the error margin of the skew estimate is independent of the magnitude of the skew. We

use traces of real Internet delay measurements to assess the algorithm, and compare its

performance to that of three other algorithms. For a trace with a relatively low loss rate

of 2.7%, and a conspicuous skew, all three algorithms perform well with the exception of

the linear regression algorithm. For a trace with a very high loss rate of 42%, and con-

spicuous skew, only LP and Paxson’s algorithms perform reasonably. Furthermore, we

show through simulation that the LP algorithm is unbiased, and that the sample variance

of the sskew estimate is better (smaller) than Paxson’s algorithm

In Chapter 3 we have considered the problem of adaptively adjusting the playout delay

in order to keep this delay as small as possible, while at the same time avoiding excessive

“loss” due to the late arrival of packets at the reeiver after their playout time has already
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passed. The contributions of this chapter are twofold. First, given a trace of packet audio

receptions at a receiver, we have presented efficient algorithms for computing a bound on

the achievable performance of any playout delay adjustment algorithm. More precisely,

we have computed upper and lower bounds (which are shown to be tight for the range of

loss and delay values of interest) on the optimum (minimum) average playout delay for a

given number of packet losses (due to late arrivals) at the receiver for that trace. Second,

we have presented a new adaptive delay adjustment algorithm that tracks the network

delay of recently received packets and efficiently maintains delay percentile information.

This information, together with a “delay spike” detection algorithm is used to dynamically

adjust talkspurt playout delay. We have shown that this algorithm outperforms existing

delay adjustment algorithms over a number of measured audio deleay traces and performs

close to the theoretical optimum over a range of parameter values of interest.

In Chapter 4 we have examined the correlation between packet delay and loss. Our

goal is to study the extent to which one performance measure can be used to predict the

future behavior of the other (e.g., whether observed increasing delay is a good predictor

of future loss). We collected six sets of delay and loss measurements in which periodic

traffic was sent from a sender to a receiver. We have quantified the correlations between

delay and loss as a sample mean of delay conditioned on loss, and loss conditioned on

delay, of which threshold varies from �� to 	 ��, where �� is the sample mean. The results

show that the loss conditioned on delay is not sensitive to the threshold values of delay,

and the sample mean of delay conditioned on loss is a better measure in predicting an

upcoming loss.

In Chapter 5 we have presented MBone experiments that validate an end-to-end mea-

surement technique called MINC. The key to this approach is to track the correlation in

the end-to-end losses observed by receivers, and use it to infer link-level loss rates on the

multicasting routing tree from a sender to receivers. We validate MINC by comparing

the loss rates on internal MBone tunnels as inferred using our technique and as measured
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using the mtrace too. Inferred values closely matched directly measured values - differ-

ences were usually well below 1% , never above 3%, while loss rates varied between 0 and

35%. We also have run simulations to study the performance of MINC estimates given

a limited number of observations, and under a wide range of loss rates and tree topol-

ogy. The simulation results show that the difference between the inferred and directly

measured loss rates is less than that between the inferred and true loss rates.

6.2 Issures for Future Research

In this section we indicate several issues of future work which follow naturally from

the work in this dissertation.

The knowledge of the network-internal performance can be used in many different

ways, depending on the need of applications. From public multicast to web TV, appli-

cations require different levels of reliability and adapt differently to network congestion.

We will investigate how multicast applications can use the MINC approach to improve

their performance.

The Multicast Routing Monitor(MRM) effort of the IETF MBONED working group

is to help debug problems on the MBone. The MINC approach can be employed in

MRM, and help extensive debugging of the MBone. We propose to investigate how to

merge these two efforts and demonstrate the strength of the merged approach.
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APPENDIX A

PSEUDO CODE FOR ALGORTHMS IN CHAPTER 2

A.1 Pseudo Code for Linear Programming Algorithm

1. PROCEDURE: IN( 
��, 
��� , � ) OUT( ��, ��)

2. // �����slope, y-intercept� returns a line.

3. // ��line1, line2� and ��line1, line2� return �- and �-coordinates

4. // of intersection.

5. �� � �� �� � 	� � � 	

6. FOR � � � to �

7. FOR � � � downto 	

8. IF �������
��� �� 
���� �����
�
�
��
�� 
�����

9. � �������
���� �� 
����� �����
�
�
����

�� 
�����
��

10. BREAK;

11. ENDIF

12. ENDFOR

13. // Note that � is � when the FOR loop in line 6 runs to the end.

14. � � � � �, �
 � �

15. ENDFOR

16. ,��� �
�

�

�����
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17. FOR � � � to � � �

18. IF �
���� � ,���� AND �,��� � 
������
�

19. ��� � � �������
���� �� 
����� �����
�
�
����

�� 
�����
��,

20. �� � �������
������ 
����� �����
�
�
����

�� 
�����
��

21. BREAK;

22. ENDIF

23. ENDFOR

24. ENDPROCEDURE

A.2 Pseudo Code for Paxson’s Algorithm

1. PROCEDURE: IN( 
��, 
��� , �) OUT(��)

2. // ��,���p1, p2� returns the slope of the line

3. // -��� �� is from [47]

4. // �.���.,�� is either ���� or ���	.

5. � � ����
6. FOR � � � to �

7. �� � ���������������

��,

8. �� � �
�� ��������������

��

9. ENDFOR

10. IF � �� � � ��	

11. ���� � ������������	

��,

12. ���� � �
�� ������������	

��,

13. � � � � �

14. ENDIF
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15. /� � ����
�������
��,����
�
�
��
� ����� �
�

�
��
� �����

16. // Here we assume that /� is negative and thus the trend is decreasing.

17. � � �

18. ��� � ��

19. FOR � � 	 to �

20. IF �� � ��������������

21. � � � � �� ��
 � ��� �
 � �

22. ENDIF

23. ENDFOR

24. IF -��� �� � �.���.,��

25. RETURN(�)

26. ENDIF

27. �� � ����
�������
��,����
�
�
��
� ������ �
�

�
��
� ������

28. ENDPROCEDURE
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APPENDIX B

HOST NAME ABBREVIATIONS

Physical location Abbreviation
AT&T Labs – Research, Florham Park, New Jersey AT&T
Carnegie Mellon University, Pittsburgh, Pennsylvania CMU
Georgia Institute of Technology, Atlanta, Georgia GaTech
GMD FOKUS - Research Institute for Open Communiocation
Systems, German National Research Center
for Information Technology, Berlin, Germany GMD
INRIA - French National Institute of Research in
Computer Science and Control INRIA
Osaka University, Osaka, Japan Osaka
University of California, Berkeley, California UCB
University of Kentucky, Lexington, Kentucky UKy
University of Massachusetts, Amherst, Massachusetts UMass
University of Southern California, Los Angeles, California USC
University of Texas, Austin, Texas UTexas
University of Virginia, Charlottesville, Virginia UV
University of Washington, Seattle, Washington UWash
Washington University at St. Louis, St. Louis, Missouri WashU

Table B.1. End Hosts Names and Their Abbreviations
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